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ABSTRACT

The primary aim of this dissertation was to develop and validate a methodology for identifying spatial clusters (hotspots) of various paediatric cancers within South Africa by using GIS software. The Hotspot Analysis (Getis-Ord Gi*) Tool was used for this purpose. A series of spatial clusters (hotspots) were identified by the tool for each cancer type and these clusters were compared with the exiting literature regarding known environmental and other carcinogens. The quality of the cancer data used in the dissertation was however found to be questionable and significantly underreported. This caused the results of the tool to also be questionable. The dissertation therefore concluded that the tool could be successfully used to identify spatial clusters of cancer in principle. It was however found that the results of the tool needed to be viewed without caution in this dissertation due to the low quality of the cancer data used.
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CHAPTER 1: INTRODUCTION

In the last 30 years, the global burden of cancer has more than doubled and it is believed that it will continue to rise each year (Boyle & Levin, 2008; Jemal et al., 2011). In the 1960s it was believed that cancer is a disease that only occurred in western industrialised countries with high resources. Today however, the majority of the global cancer burden is found in low- and medium-resource countries (Thom, 2008). According to the 2008 World Cancer Report (Boyle & Levin, 2008) cancer deaths doubled between 1975 and 2000 and are expected to double again in 2020 and nearly triple in 2030, leading to approximately 27 million cases of cancer and 17 million annual cancer related deaths by 2030. These increases in cancer incidences will arguably hit low- and medium-resource countries the hardest mainly due to the issue of limited health-care budgets (Mulcahy, 2008).

However, prevention of cancer is possible in some cases by means of identifying risk factors (Wang & Chen, 2001). Risk factors refer to those factors, or a combination of factors, that may be responsible for causing cancer (HHS, 2003; Sanderson et al., 2009). Identification of risk factors is not a simple task, and delivering effective prevention can be even more difficult. Furthermore, factors of high priority must be identified to prioritise intervention strategies. Cancer has many causes, with factors outside (environmental factors), as well as inside the body, contributing to the development thereof (Delpomme et al., 2007; HHS, 2003; Irigaray et al., 2007). According to the U.S. Department of Health and Human Services (HHS, 2003) two thirds of all cases of cancer in the U.S. are related to human exposure to a wide variety of natural and man-made substances in the environment. Environmental factors can be divided into two groups (HHS, 2003; Irigaray et al., 2007; Wang & Chen, 2001):

- Lifestyle choices (smoking, excessive alcohol consumption, poor diet, lack of exercise and excessive exposure to sunlight); and
- External factors (exposure to certain medical drugs, radiation, viruses, bacteria and chemicals present in the air, water, food and workplace).
In some cases specific environmental exposures are linked to specific kinds of cancer, such as asbestos that is linked primarily to lung cancer. In other cases factors can be linked to various types of cancer, such as smoking that can be linked to at least thirteen types of cancer (HHS, 2003). However, the chance that an individual will develop cancer in response to a particular environmental agent depends on several interacting factors such as length of exposure, frequency of exposure, exposure to other agents, genetic factors, diet, lifestyle, overall health, age and gender (HHS, 2003). Due to the complex interplay of these factors it is difficult to predict whether specific environmental exposure will cause a particular person to develop cancer. Nevertheless, it is known that certain environmental factors such as, tobacco, alcohol, ultraviolet radiation, pesticides, dioxins, metals and solvents may increase the risk (Delpomme et al., 2007; HHS, 2003; Irigaray et al., 2007).

By geographically mapping cancer cases (by type), certain patterns with regard to the interplay between cancer cases and environmental factors could be revealed (Boyle & Smans, 2008). The process of mapping a disease to identify its possible origin is not a new concept and has been used in the past. Probably the most renowned example is that of British physician John Snow who used the geographical method to identify the source of a cholera outbreak in London by mapping and analysing cholera incidences (McLeod, 2000). The first map of cancer however, was produced by Dr Alfrid Haviland in 1891, and communicated the influence of clays and limestone on cancer, indicated by the geographical distribution of cancer among women in England and Wales (Boyle & Smans, 2008). Currently, detailed maps showing the geographic distribution of cancer incidence in South Africa don’t exist.

By using a Geographical Information System (GIS) to present cancer incidence on maps, the cancer scenery for South Africa could be obtained (Frenzel-Beyme et al., 1979), which in turn could enable researchers to investigate spatial patterns and quantify the relationship between cancer and other health, socioeconomic and environmental variables (Brewer, 2006). Once detailed datasets indicating cancer incidence in South Africa have been derived, further analysis can be done to geostatistically examine the relationship between cancer incidence and certain land-uses and environmental factors.
GIS can thus serve as an additional tool in the exploration, analysis and communication of cancer and cancer related data (Brewer, 2006).

The reasoning behind the mapping of cancer is not only to produce a set of maps merely suitable for informative viewing, but a publication that will draw the attention of medical practitioners, scientists, public health officials and politicians to important features of cancer distribution in South Africa. Access to such information will hopefully stimulate further steps to combat the disease (Boyle & Smans, 2008). The mapping of cancer incidence can thus be an important tool in the fight against cancer, but before cancer maps can be created, the methodology for creating such maps needs to be established and tested to ensure that the maps that are created are trustworthy and statistically significant. The main purpose of this dissertation was therefore to identify and test a methodology that ensures that the process used to create these maps yields statistically significant results.

The cancer incidence data used in this analysis was studied and the 14 cancer types with the most cases were chosen for the analysis. The data consisted of paediatric cancer cases of children between the ages of 0 and 15 years old. The data was also used in conjunction with population statistics of children between the ages of 0 and 15 years old. Due to the limitations of the population statistics, that will be discussed in more detail later in this dissertation, the number of cancer cases used in the study was limited, although it should be remembered that even though the number of cancer cases used in the analysis was limited, it was still the best available data to use at the time and still a sample that represented the location of cancer incidence in South Africa. The geographic information linked to each cancer case was also not sufficient to do the analysis on the precise detailed scale first desired, namely the 2001 census enumeration area boundaries. The study was therefore conducted on a larger scale, namely on a local municipal scale, since many of the cases only had the town or suburb name as geographical reference point. The coordinates of the middle of these towns or suburbs were then used instead of the precise location where every patient lived (house address) to plot the data.
1.1 Research background

The primary aim of this dissertation was to develop and validate a methodology on how to present approximately 7177 cancer cases in children across South Africa in a series of statistically significant maps by using GIS software. The created maps were presented according to the 14 cancer types chosen. An attempt was made to test whether the methodology used to create the maps resulted in the identification of statistically significant geographical clusters.

1.2 Objective

A geographical presentation of cancer incidence can provide invaluable insight into the relationship between cancer and environmental factors within South Africa, but the process used to identify these cancer clusters needs to be scientific and therefore needs to be tested first.

1.3 Study layout

Chapter 2 of this dissertation will review the existing literature on the known environmental carcinogens of the various cancer types analysed. Chapter 3 will then focus on the cancer data used in the study. This chapter will describe the quality of the cancer data used as well as how the data was prepared for analysis. This chapter also discusses the GIS process that was used to conduct the analysis. Chapter 4 of this dissertation will review the effectiveness of using GIS software to map cancer incidence in South Africa, as well as the results of the GIS analysis itself. This chapter will also highlight the limitations of implementing a GIS methodology for mapping cancer in South Africa, based on data quality concerns and limitations. Finally chapter 5 will focus on the conclusions that were drawn from the quality of the data, the preparation of the data, the GIS analysis itself and the interpretation of the results. This chapter will also provide recommendations for future studies similar to this one based on lessons learned during the study.
CHAPTER 2: LITERATURE REVIEW OF KNOWN ENVIRONMENTAL AND OTHER CARCINOGENS THAT ARE POSSIBLY INFLUENCING THE DEVELOPMENT OF THE 14 CANCER TYPES ANALYSED IN THIS DISSERTATION.

Once it is known (geographically) where a specific cancer occurs more frequently, it is good to have a literature background on what the possible environmental and other carcinogens are for that specific cancer so one can know which environmental factors to investigate first within that area. By knowing which factors are possibly influencing the development of a specific cancer, one can focus one’s efforts from the beginning on those factors that are most likely to have an influence on the development of the cancer. This is important since the resources for fighting cancer are always limited and cannot be wasted. Each of the 14 cancer types is therefore supported in this chapter by literature background regarding that specific cancer. The purpose of this section is therefore to know what to look for once a hotspot has been identified.

If suspected environmental carcinogens are present in the hotspot areas and not present in other areas where there are no hotspots then it can be concluded that those environmental carcinogens could indeed be influencing the development of that cancer. It is therefore necessary to understand the specific cancer type in order to truly understand the possible environmental carcinogens that might be present in the hotspot area.

The data that was used in this dissertation was derived from the National Paediatric Cancer Registry and was made available by Prof. Cristina Stefan, a paediatric oncologist at the Faculty of Health Sciences at the Tygerberg Campus of the Stellenbosch University. The data consists of approximately 7177 cancer cases diagnosed in the time period of 1992 to 2008 and is representative of cancer cases diagnosed all over South Africa.
The 14 cancer types analysed include:

- Acute Lymphoblastic Leukaemia (*Cancer of blood and bone marrow*)
- Acute Myeloid Leukaemia (*Cancer of blood and bone marrow*)
- Astrocytoma (*Brain Cancer*)
- Burkitt's Lymphoma (*Cancer commonly found in the jawbones*)
- Glioma (*Brain Cancer*)
- Hepatoblastoma (*Cancer of the liver*)
- Hodgkin's Lymphoma (*Cancer of lymph tissue, spleen, liver and other sites*)
- Kaposi's Sarcoma (*Cancer usually found in the skin*)
- Medulloblastoma (*Brain Cancer*)
- Nephroblastoma (*Cancer of the kidney*)
- Neuroblastoma (*Cancer of the adrenal glands, abdomen, thorax, and neck*)
- Non-Hodgkin's Lymphoma (*Cancer of lymph tissue, spleen, and liver*)
- Osteosarcoma (*Cancer that starts in the bones*)
- Retinoblastoma (*Cancer of the eye*)

2.1. Leukaemia's

2.1.1. Acute Lymphoblastic Leukaemia

Acute Lymphoblastic Leukaemia (ALL) is a type of Leukaemia that starts from white blood cells in the bone marrow, the soft inner part of bones. It develops from cells called lymphocytes, a type of white blood cell central to the immune system, or from lymphoblasts, an immature type of lymphocyte. Acute Lymphoblastic Leukaemia invades the blood and can spread throughout the body to other organs, such as the liver, spleen, and lymph nodes. But it does not normally produce tumours as do many types of cancer. It is an acute type of Leukaemia, which means it can progress quickly. Without treatment, it can be fatal within a few months (Faderl & Kantarjian, 2011; WebMD, 2013a).
2.1.2 Acute Myeloid Leukaemia

Acute Myeloid Leukaemia (AML) starts in the bone marrow. This is the soft inner parts of bones. With acute types of Leukaemia such as AML, bone marrow cells don't mature the way they're supposed to. These immature cells, often called blast cells, just keep building up. Without treatment, AML can quickly be fatal. This type of leukaemia can spread quickly to the blood and to other parts of the body (Proytcheva, 2011; WebMD, 2013b).

2.1.3 Environmental and other possible carcinogens linked to Leukaemia.

Paternal exposure to pesticides has been linked to Leukaemia by Ma et al. (2002) and Shu et al. (1988). Various other studies also found an association with paternal pesticide use and Acute Lymphoblastic Leukaemia as well as household pesticide use and Acute Lymphoblastic Leukaemia (Alderton et al., 2006; Belson et al., 2007; Buffler et al., 2005; Soldin et al., 2009; Infante-Rivard & Weichenthal, 2007; Van Maele-Fabry et al., 2011; Jurewicz & Hanke, 2006; Ma et al., 2002; Meinert et al., 2000; Menegaux et al., 2006; Monge et al., 2007). Maternal exposure to pesticides has also been linked to ALL. In a study conducted by Shu et al. (1988), a significant association was found between maternal exposure to pesticides during pregnancy and the risk of developing ALL in children younger than 15. In a study conducted by Rull et al. (2009) elevated ALL risk was associated with lifetime moderate exposure, but not high exposure, to certain physicochemical categories of pesticides, including Organophosphates, Chlorinated Phenols, and Triazines, and with pesticides classified as insecticides or fumigants. A similar pattern was observed for several toxicological groups of pesticides.

Pesticide exposure has also been linked to childhood Acute Myeloid Leukaemia and adult Acute Myeloid Leukaemia (Buckley et al., 1989; Ries et al., 1999 & Shu et al., 1988). A study conducted by Krain (1991) found that high altitude exposure correlated less significantly with Leukaemia. Although this study only found a weak correlation between high altitude exposure and Leukaemia, it could indicate the
effect that increased ultraviolet radiation possible has on Leukaemia. The effect of other forms of radiation on Leukaemia has been observed by Ahlbom et al. (2001); Calvente et al. (2010); Wunsch-Filho et al. (2011) and the International Agency for Research on Cancer (IARC, 2002). All of these studies found a correlation between electromagnetic fields and childhood acute Leukaemia. There have been certain authors who put immense importance on the effect of radiation on Leukaemia such as Stewart et al. (1956) and Ries et al. (1999) who stated that the only known non-genetic risk factor for ALL is ionizing radiation, either from utero exposure to diagnostic X-rays or from postnatal exposure to therapeutic doses. According to the American Cancer Society, Leukaemia is the most radiation-induced cancer (American Cancer Society, 2010). There have also been links between other factors and Leukaemia, such as high birth weight and socioeconomic status. Although these factors are not direct environmental factors they might be indirectly caused be certain environmental factors.

In a study conducted by Yeazel et al. (1997) a statistically significant association between high birth weight and ALL as well as AML was found in children whose disease was diagnosed before the age of 2. Various other studies have also found an association between high birth weight and Leukaemia (MacIvlahon & Newill, 1962; Fasal et al., 1971; Gold et al., 1979; Roman et al., 2013; Smith et al., 2009). Internationally, the incidence of ALL is generally high in economically advantaged countries and low in disadvantaged countries (Kroll et al., 2011). In Asia, Vietnam has a very low rate of 9.2 per million per year and Hong Kong has a high rate of 40.6 per million per year (Parkin et al., 1998). In the United States of America, it was found that black children were only half as likely as white children to develop ALL. Similarly, in New Zealand, the incidences of ALL in Maori children were found to be half of that found in other children (Parkin et al., 1998).

The Greaves' hypothesis and the Kinlen hypothesis are two possible explanations of how and why socioeconomic status might have an effect on the development of Leukaemia, with specific reference to the possible role of infections. The Greaves' hypothesis stipulates that common ALL results from two mutations that occur during periods of rapid proliferation of B-cells or their precursors. The second mutation
occurs postnatally during the proliferation of antibody producing cells after the infant’s first exposure to multiple infections. If exposure to infection is delayed until after infancy, the likelihood of the second mutation occurring is increased thereby increasing the likelihood of developing ALL (Greaves, 1988).

The Kinlen hypothesis states that the spread of a viral infection that occurs when infected and susceptible individuals come in contact with each other leads to childhood Leukaemia. This “population mixing” occurs when, for example, large numbers of people move into a rural and previously sparsely populated area (Kinlen, 1988). By the time the Leukaemia has developed and been diagnosed, the infectious agent may no longer be present, making direct investigation of these hypotheses difficult. No infectious agents have been identified, although single studies have suggested Varicella (Vianna & Polan, 1976), Influenza (Fedrick & Alberman, 1972), and the Epstein–Barr Virus (Lehtinen et al., 2003) as possible etiologic factors.

The possibility of better sanitation and less crowding that might occurs with higher socioeconomic status could possibly result in a delayed exposure to infectious agents, thus supporting the Greaves’ hypothesis. It is therefore interesting to note that the incidence of Acute Lymphoblastic Leukaemia is higher in industrialised countries than in developing countries (Parkin et al., 1998). It is also interesting to note that Fasal et al. (1971); Greenberg and Shuster (1985); and McWhirter (1982) all found that the risk of Acute Lymphoblastic Leukaemia was higher for people of higher socioeconomic status. Fraumeni and Miller (1967) and Hrusak et al. (2002) observed a rapid growth of Acute Lymphoblastic Leukaemia in several countries during a time period of economic growth.
2.2 Lymphomas

2.2.1 Hodgkin’s Lymphoma and Non-Hodgkin’s Lymphoma.

Hodgkin’s disease is a type of Lymphoma, a cancer that starts in white blood cells called lymphocytes. Lymphocytes are part of the body’s immune system. There are two types of lymphomas, namely, Hodgkin’s disease (Hodgkin's Lymphoma) and Non-Hodgkin's Lymphoma. These two main types of lymphomas differ in how they behave, spread and respond to treatment. Doctors can most often tell the difference between them by looking at the cancer cells under a microscope. In some cases laboratory tests may be needed to tell them apart. Lymph tissue is found in many parts of the body like lymph nodes; the spleen; the bone marrow, and the digestive tract. Lymphoma can therefore start in any part of the body (American Cancer Society, 2012).

2.2.2 Burkitt’s Lymphoma

Burkitt’s Lymphoma is a form of Non-Hodgkin's Lymphoma, which occurs commonly in the jawbones among African children. This tumour is believed to be caused by the Epstein-Barr Virus and nowadays, this lesion is being reported from other parts of the world as well (Purkait, 2003).

2.2.3 Environmental and other possible carcinogens linked to Lymphomas.

According to Mueller et al. (1996); Ferry (2006) and Molyneux et al. (2012), Burkitt ’s Lymphoma in children occurs endemically in hot, wet, rural lowlands and it is therefore thought that repeated malarial infections play a role in it's etiology, possibly by its mitogenic effects. Climates associated with higher altitudes may also play a role in the development of Lymphomas as Krain (1991) found a weak association between Hodgkin’s Lymphoma and high altitude exposure.
A possible reason why climate could have an effect on the development of Lymphomas might be because of the viruses that exist in certain climates. According to Montesano and Hall (2001); Talbot and Crawford (2004); and Carozza et al. (2009) there are various viruses that have been linked to Lymphomas such as the Epstein-Barr Virus that has been linked to Burkitt's Lymphoma and Hodgkin's Lymphoma and the Helicobacter Pylori Virus that has been linked to Gastric Lymphoma (Molyneux et al., 2012; Bieging et al., 2010).

The use of pesticides might also help these viruses infect children. This might indeed be what is happening since Hayes et al. (2006); Repetto (2013); Krieger (2010); and Satoh and Cupa (2010) agree that many pesticides are strong immunosuppressors. This argument is strengthened by the work of Sandlund et al. (1996) and Heise (2010), who found that immunodeficiency is known to increase the risk of Non-Hodgkin’s Lymphoma. Other authors such as Menegaux et al. (2006); Daniels et al. (1997); Zahm and Ward (1998); George and Shukla (2011); Boccolini et al. (2013); Bolognesi and Merlo (2011) and the United States Environmental Protection Agency (US EPA, 2003) all agree that there is an overall increase in the relative risk of developing Non-Hodgkin’s Lymphoma when parents or children have been exposed to pesticides. This argument is also supported by the work of Buckley et al., (2000) who found a significant association between the risk of Non-Hodgkin’s Lymphoma and increased frequency of reported pesticide use in the home.

It is not only the chemicals used in pesticides that have been linked to Lymphomas. Strong associations between Trichloroethylene and Non-Hodgkin’s Lymphoma have been found in various studies (Radican et al., 2008; Lipworth et al., 2011; Purdue et al., 2011). Trichloroethylene is a volatile organic chemical used primarily as an industrial solvent. The most common use therefore is to remove grease from fabricated metal parts and some textiles. It is also an ingredient in adhesives, paint removers, type writer correction fluid, rug-cleaning fluids and pepper sprays (ECSA, 2011; US EPA, 2006; US EPA, 2000).
This chemical is not only found within the factory it is used. According to the United States Environmental Protection Agency (US EPA, 2001) and Bellar (1974) it has been found in ambient air, surface water and ground water. Background levels of Trichloroethylene have also been found in industrial settings, homes undergoing renovations and homes using private wells located near Trichloroethylene disposal or contaminated sites.

According to Wallace (1985) and Mahle et al. (2007) the most likely Trichloroethylene exposure route for children is through pulmonary, oral or dermal routes. Indirect factors that might be facilitating the development of Lymphomas are socioeconomic status and diet. Although these are not direct environmental factors they may be indirectly caused by certain environmental factors. According to Scherr and Mueller et al. (1996); Soliman et al. (2013); and the American Cancer Society (American Cancer Society, 2013a), the incidence of Non-Hodgkin’s Lymphoma is generally higher in developed countries. This could possibly indicate an unknown effect that socioeconomic status might have on the development of Non-Hodgkin’s Lymphoma.

2.3 Brain Tumours

2.3.1 Astrocytoma

An Astrocytoma is a tumour that arises from the star-shaped cells (astrocytes) that form the supportive tissue of the brain. Other supportive cells of the brain include oligodendrocytes and ependymal cells. Collectively, these cells are known as glial cells and the tissue they form is known as glial tissue. Tumours that arise from the glial tissue, including Astrocytomas, are collectively referred to as Gliomas (Ferri, 2011; WebMD, 2013c).
2.3.2 Glioma

A Glioma is a type of tumour that starts in the brain or spine. It is called a Glioma because it arises from glial cells. It is composed of neuroglia in any of its stages of development, sometimes extended to include all intrinsic neoplasms of the brain and spinal cord, as Astrocytomas and Ependymomas (Farlex, 2012a).

2.3.3 Medulloblastoma

Medulloblastomas are malignant tumours formed from poorly developed cells at a very early stage of their life. They develop in the cerebellum, in a part of the skull called the posterior fossa, but may spread to other parts of the brain. Very rarely, Medulloblastomas may spread to other parts of the body. If they do spread to other parts of the brain or to the spinal cord, this is usually through the cerebrospinal fluid (CSF). CSF is the fluid that surrounds and protects the brain and the spinal cord (Halperin et al., 2010; Macmillan Cancer Support, 2013).

2.3.4 Environmental and other possible carcinogens linked to brain tumours.

The use of pesticides by parents and the exposure to pesticides by children have been linked to the relative risk for developing brain tumours in various studies (Menegaux et al., 2006; Daniels et al., 1997; Zahm & Ward, 1998; Van Maele-Fabry et al., 2013; Shim et al., 2009; Greenop et al., 2013). It is possible that pesticides might not be the only agricultural factor that may be associated with brain tumours. The exposure to farm animals have also been linked to elevated levels of brain tumours (Bunin et al., 1994; Efird et al., 2003; Holly et al., 1998). A more recent study conducted by Christensen et al. (2012) however found no association between farm animal exposure and the development of brain cancer, thus indicating that the possible influence of farm animal exposure needs further investigation.
Pesticides are not only used on farms but also in urban environments. A study conducted by Rosso et al. (2008) found a significant association between Medulloblastoma and lawn care pesticides. The result from this study strengthens the argument that pesticides are facilitating the development of brain tumours as well as other cancers. There are also other farming activities that could be carcinogenic such as the treatment of wooden fence droppers or wooden farming equipment with wooden handles. An association between Astocytoma and wood preservatives has been found by Schuz et al. (2001a).

There is evidence from various studies that vineyards and citrus farms seem to be associated with the development of brain cancers. A study conducted by Musicco et al. (1988) suggests that exposure to alkyl ureas (components of fungicides used extensively in vineyards) may explain the significant positive association between farming and Glioma observed in their case control study in Italy. A death certificate study in France found significantly increased standardised mortality ratios for vineyard farmers in regions with higher pesticide use compared with farmers in areas with low pesticide use (Viel et al., 1998).

In south western France in the Bordeaux area, which is known for its vineyards, brain tumours have been extensively registered since 1999 and the incidence is among the highest reported in the world (Elia-Pasquet et al., 2004). Propargite is an insecticide that is primarily used in orchards and vineyards. It was the highest ranked among individual pesticides for potential cancer hazard based on reported use in California weighted by exposure and carcinogenic potential (Grunier et al., 2001).

In a study conducted by Jensen and Nordberg (1980) twenty seven patients who died from cancer were found to have significantly higher levels of pesticide in their fat tissues in comparison with forty four people who died of other illnesses. The pesticide Dichloro-Diphenyl-Trichloroethane (DDT), which was used in orange and grapefruit production, was found in these fat tissues. Studies conducted by Carreon et al. (2005) and Lee et al. (2005) also found possible associations between winegrowing and the development of brain cancer. In an ecological study in the
province of Trento, Italy, that was conducted by Ferrari and Lovaste (1986) it was found that the highest incidences of brain tumours were found in regions of intensive fruit and wine cultivation.

There are also natural sources that have been linked to brain tumours such as exposure to lead or mercury (Hayes, 1997; Wu et al., 2012). Electromagnetic fields of extremely low frequency have been linked to the elevated risk of developing brain tumours in a study conducted by Mack et al. (1991). The possible effect of electromagnetic fields on the development of brain cancer however still needs further investigation since various studies have not found a significant association between electromagnetic fields and the development of brain cancer (Tynes & Haldorsen, 2003; Labreche et al., 2003; Kheifets et al., 2008). A study conducted by Bidoli et al. (1993) found a weak association between brain tumours and male residents living above 200 metres in north-eastern Italy.

Birth weight seems to be influencing the development of brain cancers and though it is not an environmental factor in itself, it might be indirectly influenced by the environment. High birth weight has been linked to the increased development of brain tumours in various studies (MacLlvahon & Newill, 1962; Fasal et al., 1971; Gold et al., 1979; Ross, 2006). Harder et al. (2008) found a strong association between high birth weight and Medulloblastoma specifically. Studies conducted by Seidman et al. (1982) and Reid et al. (2013) both found a positive association between asbestos exposure and the development of brain cancer. The results of these studies are supported by Bunderson-Schelvan et al. (2011) and Reid (2012), who agree that asbestos exposure could be contributing to the development of brain cancers.
2.4 Hepatoblastoma

Hepatoblastoma is the most common form of liver cancer in children, although it is a comparatively uncommon paediatric solid tumour. The disease usually affects children younger than 3 years (Farlex, 2012b; Medscape, 2013).

2.4.1 Environmental and other possible carcinogens linked to Hepatoblastoma.

There are certain sources in the natural environment which have been linked to Hepatoblastoma. The inhalation of arsenic oxides can cause liver cancer if it is swallowed according to Szymanska-Chabowska et al. (2002). The mechanisms of the action of metals and metalloids are not clear yet. They could act as co-carcinogens by activating procarcinogens in the liver according to Cantor et al. (2006) and Hayes (1997).

They could also act by replacing the natural enzyme-associated metal, thus inactivating the metabolic pathway of key enzymes. Berkel and Bako (1992) as well as Petrovski et al. (2012) found that in general areas with low levels of selenium tend to produce more cancers of the liver. The protective effects of selenium against cancer have been highlighted by the work of Bayoumy (2001); Abdulah et al. (2005); and Sarg and Gross (2007). The Hepatitis B and Hepatitis C Viruses have also been linked to Hepatoblastoma (Talbot & Crawford, 2004). Latini et al. (2004) found a link between Phthalate exposure, which is used in Polyvinylchloride in medical devices, and Hepatoblastoma.

It was found by Birch (2011) and McLaughlin et al. (2006) that maternal and paternal preconceptional and gestational tobacco smoking was a risk factor for Hepatoblastoma, especially when both parents were regular smokers. In 2009 the International Agency for Research on Cancer classified tobacco smoke (via the parents) as a carcinogen for Hepatoblastoma (Birch, 2011). The work of Sorahan
and Lancashire (2004) found that the risk of developing Hepatoblastoma doubled if both parents smoked. Parental alcohol consumption and obesity have also been linked to the development of Hepatoblastoma (English et al., 1995; World Cancer Research Fund, 1997).

2.5 Kaposis Sarcoma

Kaposis Sarcoma is a cancer that develops from the cells that line lymph or blood vessels. The abnormal cells of Kaposis Sarcoma form purple, red, or brown blotches or tumours on the skin. These affected areas are called lesions. The skin lesions of Kaposis Sarcoma may look bad, but in many cases, the lesions cause no symptoms. In other cases, the disease causes painful swelling, especially in the legs, groin area, or skin around the eyes. Kaposis Sarcoma can cause serious problems (or even become life threatening) when the lesions are in the lungs, liver, or digestive tract. Kaposis Sarcoma in the digestive tract, for example, can cause bleeding, while tumours in the lungs may cause difficulty breathing (Purkait, 2003).

2.5.1 Environmental and other possible carcinogens linked to Kaposis Sarcoma.

Kaposis Sarcoma has been found to be higher in areas where there are widespread swamps and wetlands (Dal Maso et al., 2005). These are all areas where bloodsucking insects such as mosquitoes, biting midges and black flies are abundant and where malaria is endemic (Geddes et al., 1995; Ascoli et al., 2003). Fertile reddish-brown volcanic clay soils seem to be present where high levels of Kaposis Sarcoma are found. The Great Rift Valley in Eastern Zaire, western Uganda and Tanzania as well as further south in Malawi is an example of where there are volcanic mountains. There are also volcanic mountains in the mountainous areas of Cameroon, where Kaposis Sarcoma seems to be elevated (Cook-Mozaffari et al., 1998). The volcanic soils found in these areas contain uniform colloidal particles of kaolinite, which forms preferentially over parent rock of alkalic basalt under tropical conditions of high altitude and seasonal rainfall. According to Price (1990) a clay
emulsion disaggregates into small kaolin particles in water, which can gain entry to the skin through sweat glands. Their high negative charge permits adsorption of cations including iron oxides. Peasants living in these areas are chronically exposed to the wet sticky clay and it can therefore enter the sweat glands and pores of their feet. This process is possibly aided by micro-abrasions caused by the high quartzite content of these soils. According to price (1990) it is known that the penetration of ultrafine particles of clay into the skin of the feet during barefoot walking can lead to dermal lymphatic damage and impaired local immunity.

According to Ziegler (1993) and Pelser et al. (2009), the chronic exposure to volcanic clays facilitates the development of Kaposi Sarcoma in Africa and Sicily, because it is common among rural peasants, has a predilection for the lower legs, is thought to originate from lymphovascular cells, and finally, because it is enhanced by impaired immunity. According to Ziegler et al. (1997) and Ziegler et al. (2003), barefoot walking as well as clay soil exposure increases the likelihood of developing Kaposi Sarcoma. In a study conducted by Krauskopf (1979), a magmatic substrate similar to that of the East African Rift system was found in Iceland and the Faroe Islands as well as in Mediterranean volcanic regions such as Sardinia and Sicily. According to Simonart et al. (1999) these areas are all known to exhibit high incidence rates of classic Kaposi Sarcoma.

In a study conducted by Montella et al. (1996), a nearly twofold increase in Kaposi Sarcoma was observed for people living near volcanic soils. According to Ollier (1984), volcanic soils are highly weatherable, which allows it to release significant quantities of iron compounds into the environment. The high incidence rates of Kaposi Sarcoma in regions where volcanic soils are present may therefore point to the prolonged exposure to indigenous iron oxide rich volcanic soils as a common aetiological risk factor. Cellular iron content has also been linked to the development of cancers by the work of Weinberg (1996) and Huang (2003). According to the American Cancer Society, skin cancer is strongly linked to radiation exposure (American Cancer Society, 2010).
The effect of radiation on skin cancer is also highlighted by the work of Krain (1991) who found that high altitude exposure, and therefore increased ultraviolet radiation exposure, correlated significantly with skin cancer. An interesting finding was that tobacco use was found to be associated with a decreased risk of developing Kaposi Sarcoma (Goedert et al., 2002; Nawar et al., 2005; Ford et al., 2005). Goedert et al. (2002) found that patients with Kaposi Sarcoma were only 25% as likely to be current or former smokers as compared to Non-Kaposi Sarcoma controls. Mineral oils and lubricants have also been found to be associated with skin cancers (Kane et al., 1984; Mackerer et al., 2003). According to Rabkin and Yellin (1994), HIV is known to increase the incidence of Kaposi Sarcoma. The relationship between HIV and Kaposi Sarcoma is of special interest in South Africa because of the HIV endemic that exists in the country. According to the American Cancer Society (2013b), when HIV damages the immune system, people who are also infected with the Kaposi Sarcoma Herpes Virus are more likely to develop Kaposi sarcoma. The identification of HIV hotspots in South Africa could possibly increase the treatment and prevention of Kaposi Sarcoma.

If a similar study to this dissertation could be carried out to find hotspots of HIV then researchers would be able to predict where the resources for fighting Kaposi Sarcoma should go. In a study conducted by Jones et al. (2000) it was found that the incidence of Kaposi Sarcoma decreased as new effective antiretroviral agents developed. It is thus clear that resources such as antiretroviral agents can effectively combat Kaposi Sarcoma, but it would first be necessary to identify in which geographic areas HIV has the highest incidence, in order to identify where Kaposi Sarcoma has the highest probability of developing.
2.6 Neuroblastoma

Neuroblastoma is a cancer that forms in the nerve tissue. It usually begins in the adrenal glands, which sit on top of one's kidneys. It may also begin in the neck, chest or spinal cord. The cancer often begins in early childhood. Sometimes it begins before a child is born. By the time doctors find the cancer, it has usually spread to other parts of the body. The most common symptoms are a lump in the abdomen, neck or chest, bulging eyes, dark circles around the eyes, bone pain, a swollen stomach and trouble breathing in babies, painless bluish lumps under the skin in babies, and the inability to move a body part (Copel & Han, 2012; Medline Plus, 2013a).

2.6.1 Environmental and other possible carcinogens linked to Neuroblastoma.

The effects of pesticides on Neuroblastoma have been highlighted by the work of Michalek et al. (1996); Kramer et al. (1987); Schwartzbaum (1992); Bunin et al. (1990); Spitz and Johnson (1985); and Carozza et al. (2008), who all found that parental occupational exposure to pesticide lead to increased incidences of Neuroblastoma in children. This argument is further supported by the work of Nasterlack (2007) who found an elevated risk for Neuroblastoma in children whose mothers or fathers were occupationally exposed to herbicides, insecticides or pesticides. Kerr et al. (2000) found that mothers and fathers who were significantly more exposed to insecticides during the mother's pregnancy had more children diagnosed with Neuroblastoma than control parents who were not exposed to insecticides during pregnancy.

Daniels et al. (2001) found modestly elevated levels of Neuroblastoma in children when both parents reported using pesticides in the home and garden. A strong association between children diagnosed after one year of age and Neuroblastoma was found specifically for pesticides used in the home and the garden. Many studies have found an association between Neuroblastoma in children and paternal
occupational exposure to pesticides. It is however clear from the abovementioned work that the role of maternal exposure to pesticides should not be ignored, since it is the mother who is the most likely to touch the child and thereby transfer pesticide chemicals onto the child. A seven-fold risk increase for high-stage Neuroblastoma was observed with maternal occupational exposure to pesticides by the work of Schuz et al. (2001c). It is clear from the abovementioned work that there might be chemicals in agricultural pesticides that facilitate the development of Neuroblastoma.

It is however not only in the agricultural setting where chemicals are used. Many chemicals used in the industrial setting have also been linked to various cancers and it is possible that Neuroblastoma might be no exception. The carcinogenic effect of Trichloroethylene has already been discussed in this chapter. The argument that industrial chemicals might also play a role in the development of Neuroblastoma is strengthened when the global pattern of the disease is considered.

Neuroblastoma incidences appear to be low in Africa, Central America, and South America and high in North America, Australia, and New Zealand (Parkin et al., 1998). Rates are high in Europe with intermediate rates in some Eastern European countries. Rates are mixed in Asia with low rates in China, India, and Thailand and high rates in Japan (Parkin et al., 1998). Generally, the rates are higher in industrialised nations and low in developing nations. The fact that Neuroblastoma is generally higher in industrialised nations could point to the fact that industrial chemicals might be playing a role in the development of Neuroblastoma.

It is possible that people living in developing or less industrialised countries will have lower socioeconomic status. It is interesting to note that Menegaux et al. (2004) and Daniels et al. (2002) found that day-care attendance, childhood infections and breast feeding were related with lower levels of Neuroblastoma. The protective effect of breast feeding has also been highlighted by the work of Hamos et al. (1996) and Hamburger (1988).
The work done by Maclvlahon and Newill (1962); Daling et al. (1984); Fasal et al. (1971); Gold et al. (1979); Uravama et al. (2007) and Harder et al. (2010), all found a positive association between high birth weight and Neuroblastoma. Contradictory to these findings however is the findings of Schuz et al. (2001c), who found that Neuroblastoma was strongly associated with a shorter gestational period and a birth weight of less than 2.5 kg.

2.7 Nephroblastoma (Wilm's Tumour)

Nephroblastoma (also known as Wilm’s Tumour) is a rare type of kidney cancer. It causes a tumour on one or both kidneys. It usually affects children, but can happen in adults. Having certain genetic conditions or birth defects can increase the risk of developing it. Children that are at risk should be screened every three months until they turn eight. Symptoms include a lump in the abdomen, blood in the urine, and a fever for no reason. Tests that examine the kidneys and blood are used to find the tumour (Eble et al., 2004; Medline Plus, 2013b).

2.7.1 Environmental and other possible carcinogens linked to Nephroblastoma

The work done by Menegaux et al. (2006); Daniels et al. (1997); Cooney et al. (2007); Tsai et al. (2006); and Zahm and Ward (1998) all found an association between pesticides and Nephroblastoma. This argument is strengthened by the work of Sharpe et al. (1995); Kristensen et al. (1996); Clapp et al. (2008); Corozza et al. (2008) and Fear et al. (1998) who also found positive associations between Nephroblastoma and pesticides. The potential risk of fathers contaminating their children with pesticide chemicals was tested by Fear et al (1998), who found an association between paternal occupational exposure to pesticides and Nephroblastoma. Once again this does not seem to be related to fathers only since Schuz et al (2001b) found a non-significantly increased risk for children to develop Nephroblastoma when their mothers were exposed to pesticides.
Several studies have found a positive association between Nephroblastoma and paternal employment as a welder or mechanic (Bunin et al., 1989b; Kantor et al., 1979; Olshan et al., 1990; IARC, 2008; United States Department of Labour, 2013). Trichloroethylene (previously discussed in this chapter) has also been strongly associated with Nephroblastoma (Christensen et al., 2013; Moore et al., 2010; Karami et al., 2012; Scott & Jinot, 2011). The incidence of Nephroblastoma is high in North America, Europe, Australia, and New-Zealand, but generally lower in Asia and South America (Parkin et al. 1998). One can again speculate that there is a reason why Nephroblastoma is higher in industrialised areas such as North America and Europe. This global trend seems to support the argument that industrial chemicals are related to increased levels of Nephroblastoma. It might be possible that children in industrialised countries are more exposed to industrial chemicals.

Szymanska-chabowska et al. (2002) found that the inhalation of arsenic oxide can cause lung cancer but if is swallowed, can cause Nephroblastoma. Berkel and Bako (1992) found that elevated incidences of Nephroblastoma occurred in low selenium regions. The exposure to lead and cadmium has been associated with the increased risk of developing Nephroblastoma in two studies (Hayes, 1997; Kantor et al., 1979). It is not only the exposure to lead and cadmium that seems to be having an effect on the development of Nephroblastoma. The exposure to hydrocarbons and boron has also been associated with increased incidences of Nephroblastoma (Wilkins & Sinks, 1984). The possible association between hydrocarbons and the development of Nephroblastoma still needs further investigation however as stated by the work of Bosetti et al. (2006), who found that the results of various other studies were not consistent enough to proof that there is a significant relationship between hydrocarbon exposure and the development of Nephroblastoma.

Maternal hypertension (high blood pressure) during pregnancy was linked to the increased occurrence of Nephroblastoma in a study conducted by Lindblad et al. (1996). Other environmental factors that have been linked to Nephroblastoma include, radiation (Hicks et al., 1984); tobacco smoking (Montesano & Hall, 2001); and maternal consumption of coffee and tea during pregnancy (Bunin et al., 1987; LeMasters & Bove, 1980; Olshan et al., 1993; Schuz et al., 2001b). In a study
conducted by Bidoli et al. (1993) it was found that women living in locations above 200 metres of sea level seemed to be protected against Nephroblastoma. Although the exact reason for this is unclear it does indicate that elevation might have an influence on the development of Nephroblastoma. High birth weight has also been associated with increased incidences of Nephroblastoma in children in various studies (Daling et al., 1984; Heuch et al., 1996; Leisenring et al., 1994; Schuz et al., 2001b; Smulevich et al., 1999; Yeazel et al., 1997; Chu et al., 2010; Rangel et al., 2010).

2.8 Osteosarcoma

Osteosarcoma is the most common bone cancer in children. The age of diagnosis is around 15. Boys and girls are equally likely to develop this tumor until the late teen years, when it occurs more often in boys. Osteosarcoma is also common in people over age 60. Osteosarcoma tends to occur in the bones of the:

- Shin (near the knee)
- Thigh (near the knee)
- Upper arm (near the shoulder)

Osteosarcoma can develop in any bone, but occurs most commonly in large bones and in the area of bone with the fastest growth rate (Link & Eilber, 1997; Medline Plus, 2013c).

2.8.1 Environmental and other possible carcinogens linked to Osteosarcoma.

There seems to be a variation in the incidence of Osteosarcoma internationally with no obvious pattern (Parkin et al., 1998). Incidences seem to be similar across the Americas, Australia, and New Zealand, with somewhat lower rates in Asia. The rates in Europe range from the very low in Slovakia to the highest of any country, in Portugal. The incidence rates of Osteosarcoma were lower in 1975–1978 than in later years, for unknown reasons (Ries et al., 1999). Treatment with radiation or...
alkylating agents for a previous childhood cancer is known to increase the risk of Osteosarcoma (Hawkins et al., 1996; Newton et al., 1991; Tucker et al., 1987; The Ohio State University Wexner Medical Centre, 2013; American Cancer Society, 2013c).

The exposure to radium has been found to be associated with the development of Osteosarcoma (Guse et al., 2002; American Cancer Society, 2013c; US EPA, 2013). A study conducted by Polednak (1978) found that workers who applied radium containing paint to watch faces experienced an increased risk for developing Osteosarcoma. According to Finkelstein and Kreiger (1996) it is difficult to calculate whether the levels of radium in the drinking water of some locations are high enough to cause an increased risk to children or adults to develop Osteosarcoma. The exposure to pesticides again seems to have an effect on the development of Osteosarcoma. Single studies have found associations between Osteosarcoma and parental employment in any type of farming, and exposure to herbicides and pesticides (Krieger, 1992; Schwartzbaum et al., 1991; Carozza et al., 2008; Merletti et al., 2006). Associations with paternal employment in agriculture have also been observed in other studies (Holly et al., 1992; Hum et al., 1998; Valery et al., 2002; Winn et al., 1992).

A genetic factor that might be influencing the development of Osteosarcoma is height. Large breeds of dogs experienced high rates of Osteosarcoma (Tjalma, 1966) and because of this, researchers investigated whether greater height was associated with increased risk in humans. In two studies, Osteosarcoma patients were observed to be taller at diagnosis than controls (Fraumeni, 1967; Gelberg et al., 1997). Two other studies however observed no such association (Buckley et al., 1998; Operskalski et al., 1987).

Some studies have suggested that fluoride intake may be linked to the development of Osteosarcoma in children and adolescents. As a result of this argument, epidemiological evidence on the relationship between fluoride exposure and Osteosarcoma has been reviewed by various scientific organizations (Liteplo et al.,
Animal and human studies seem to be inconclusive and contradictory, showing a positive association in some and a negative association in others, while some showed no association (McDonagh et al., 2000). In various geographical areas bone cancer incidence rates and time trends in fluoridated and non-fluoridated water have been examined by several studies (Hoover et al., 1991; Hrudey et al., 1990; Freni et al., 1992). In general, these studies highlight the scarcity of information regarding the relationship between fluoride and Osteosarcoma during childhood and adolescence, and some did not differentiate between other types of bone cancers and Osteosarcoma (Takahashi et al., 2001; Yang et al., 2000). In a more recent study the age specific incidence rates of Osteosarcoma between the Republic of Ireland (where approximately 70% of the population receives fluoridated water) and Northern Ireland (where water fluoridation is not implemented) was compared. The study however did not observe any significant difference between the two areas (Comber et al., 2011). In a study conducted by Levy and Leclerc (2012) it was found that males with Osteosarcoma were significantly more likely to have been exposed to fluorinated drinking water when compared to matched controls. It is clear that the possible carcinogenic effect of fluorinated drinking water has not been conclusively proven.

2.9 Retinoblastoma

Retinoblastoma is a cancer that forms in the tissues of the retina (the light-sensitive layers of nerve tissue at the back of the eye). It usually occurs in children younger than 5 years. It is caused by a mutation in a gene controlling cell division, causing cells to grow out of control and become cancerous. It may be hereditary or non-hereditary. In approximately half of the cases, this mutation develops in a child whose family has never had eye cancer.

In other cases, the mutation is present in several family members. If the mutation runs in the family, there is a 50% chance that an affected person’s children will also
have the mutation. They will therefore have a high risk of developing Retinoblastoma themselves. The cancer generally affects children under the age of 6. It is most commonly diagnosed in children aged 1 to 2 years (US National Cancer Institute, 2012; Medline Plus, 2013d).

2.9.1 Environmental and other possible carcinogens linked to Retinoblastoma.

Retinoblastoma is known for its strong hereditary characteristics, and yet 60% of Retinoblastoma incidences occur non-hereditary and unilateral (Bonaiti-Pellie & Briard-Guilleminot, 1981). Although the molecular changes leading to Retinoblastoma are well understood, the role of exposures has rarely been studied. Some studies found an association between Retinoblastoma and certain paternal occupations and in vitro fertilisation as well as maternal use of multivitamin supplements and barrier contraception (Bunik et al., 1989a; Moll et al., 2003). The effects of viruses on the development of Retinoblastoma have also been studied. In a study conducted by Orjuela et al. (2000) it was found that Human Papilloma Virus (HPV) sequences were detected in about one-third of Retinoblastoma cases in Mexico, suggesting the possible role of HPV infection.

It is interesting to note that Retinoblastoma was found to be higher in developing countries in a few studies conducted in the 1970s. These studies however included relatively small numbers of cases and used crude population estimates (Albert et al., 1974; Benezra & Chirambo, 1976; Freedman & Goldberg, 1976). The small numbers of cases used in these studies could have possibly lead to inaccurately high estimates of incidence. This trend was found again in a study conducted in the 1990s by Parkin et al. (1998) who found annual incidence rates of 2–7 per million per year in North America and Europe, somewhat higher rates of 6–8 per million per year in Central and South America, a wider range of rates (3–9 per million per year) in Asia with the highest in Vietnam and India, as well as generally high rates of 10–24 per million per year in Africa. This pattern supports the possibility of higher rates occurring in developing countries, as it can be seen that the highest rates are clearly in Africa with a range of rates in other developing countries. The possible influence
of an environmental factor could be indicated in these trends as it is possible that people living in developing countries might be exposed (or not exposed) to certain environmental factors that people in developed countries are not exposed to (or exposed to). The challenge is to identify these possible environmental factors.

Table 1: Summary of possible environmental and other carcinogens.

<table>
<thead>
<tr>
<th>Cancer Type</th>
<th>Possible Environmental Carcinogens</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leukaemia</td>
<td>Parental exposure to pesticides&lt;br&gt;High altitudes&lt;br&gt;Electromagnetic fields and ionizing radiation&lt;br&gt;High birth weight&lt;br&gt;Living in an economically advanced country&lt;br&gt;Infections such as Influenza and the Epstein-Barr Virus</td>
</tr>
<tr>
<td>Lymphoma</td>
<td>Epstein-Barr Virus as well as Helicobacter Pylori Virus&lt;br&gt;Hot, wet climates&lt;br&gt;Malarial infections&lt;br&gt;High altitudes&lt;br&gt;Parental exposure to pesticides&lt;br&gt;Exposure to Trichloroethylene&lt;br&gt;Living in an economically advanced country</td>
</tr>
<tr>
<td>Brain Tumours</td>
<td>Parental exposure to pesticides&lt;br&gt;Farm animal exposure&lt;br&gt;Wood preservative exposures&lt;br&gt;Vineyards and wine cultivation&lt;br&gt;Lead exposure&lt;br&gt;Mercury exposure&lt;br&gt;Electromagnetic fields&lt;br&gt;High birth weight&lt;br&gt;Asbestos exposure</td>
</tr>
<tr>
<td>Hepatoblastoma</td>
<td>Inhalation of Arsenic Oxides&lt;br&gt;Areas where there are low levels of selenium&lt;br&gt;Hepatitis B Virus as well as Hepatitis C Virus&lt;br&gt;Exposure to Trichloroethylene&lt;br&gt;Exposure to Phthalate&lt;br&gt;Preconceptional tobacco smoking&lt;br&gt;Obesity&lt;br&gt;Preconceptional alcohol consumption</td>
</tr>
<tr>
<td>Kaposi Sarcoma</td>
<td>Areas that consists of swamps and wetlands&lt;br&gt;Areas where malaria is endemic&lt;br&gt;High altitude&lt;br&gt;Areas know to have fertile volcanic clay soils&lt;br&gt;Radiation exposure</td>
</tr>
<tr>
<td>Neuroblastoma</td>
<td>Parental exposure to pesticides&lt;br&gt;Exposure to Trichloroethylene&lt;br&gt;Living in an industrialised country&lt;br&gt;High birth weight</td>
</tr>
<tr>
<td>Nephroblastoma</td>
<td>Parental exposure to pesticides&lt;br&gt;Parental employment as welder or mechanic&lt;br&gt;Exposure to Trichloroethylene&lt;br&gt;Living in an industrialised country&lt;br&gt;Inhalation of Arsenic Oxides&lt;br&gt;Areas where there are low levels of selenium&lt;br&gt;Lead exposure&lt;br&gt;Cadmium exposure&lt;br&gt;Hydrocarbon exposure&lt;br&gt;Maternal hypertention during pregnancy&lt;br&gt;Radiation exposure&lt;br&gt;Maternal tobacco smoking&lt;br&gt;Maternal consumption of coffee or tea during pregnancy&lt;br&gt;High birth weight</td>
</tr>
<tr>
<td>Osteosarcoma</td>
<td>Treatment of previous cancers with radiation&lt;br&gt;Radium exposure&lt;br&gt;Pesticide exposure&lt;br&gt;Flouride intake</td>
</tr>
<tr>
<td>Retinoblastoma</td>
<td>In vitro fertilisation&lt;br&gt;Maternal use of multivitamin supplements&lt;br&gt;Human Papilloma Virus&lt;br&gt;Living an a developing country</td>
</tr>
</tbody>
</table>
CHAPTER 3: MATERIALS AND METHODS

3.1 Data quality

The data used in this study cannot be considered completely accurate. According to Stefan (2012), the custodian of the data, the amount of new cancer cases for children under the age of 15 diagnosed in South Africa is much less than is expected when compared to the number of cases diagnosed in developed first world countries. According to Stefan (2012) the global trend is to expect approximately 140 to 150 new cancer cases for every one million children under the age of 15. It is therefore expected that 2000 to 2500 new cancer cases should be reported in South Africa each year for children under the age of 15. The reality in South Africa is that only about 500 new cancer cases are reported or diagnosed each year for children under the age of 15, which leads to the conclusion that cancer is significantly underreported in South Africa. The suspicion that cancer is underreported in South Africa is also shared by Dr Georgia Demetriou, who is the spokesperson for the SA Oncology Consortium and an oncologist at the Donald Gordon Oncology Centre (Medical Chronicle, 2011). According to Dr Demetriou there is a very good indication that cancer is probably underreported in South Africa. This view is also shared by Dr Magda Heunis, who is the head of radiation oncology at the University of Stellenbosch. According to Dr Heunis there is a lack of necessary infrastructure to record accurate cancer statistics in South Africa (Medical Chronicle, 2011).

Dr Carl Albrecht (Cansa's head of research) also supports the statement that the data contained in the South African Paediatric Cancer Registry is probably significantly underreported, especially in terms of the black population group of South Africa (Albrecht, 2006). According to Dr Demetriou, a possible reason for the underreported data in the South African Paediatric Tumour Registry is the fact that South Africa's registry is pathology based, resulting in patients being missed if they demise without a diagnosis (Medical Chronicle, 2011). In order to understand why cancer is underreported it is first necessary to determine where most of these cases are expected to be diagnosed.
According to the General Household Survey that was conducted by Statistics South Africa in 2010 (where 25653 households were interviewed across South Africa), 60.8% of the households interviewed indicated that they go to public clinics when they have health related concerns, while 24.3% went to private doctors, and 9.4% went to public hospitals (Statistics South Africa, 2011). It is therefore reasonable to expect that most cancer incidences are first diagnosed in public clinics in South Africa. It is therefore worthwhile to take a closer look at the country's public clinics in order to try and understand the possible reasons for South Africa’s underreported cancer problem.

The chaotic state of South Africa’s public clinics may be contributing to the underreporting of cancer incidences. According to the Consolidated Report of Inspections of Primary Health Care Delivery Sites, conducted by the Public Service Commission in 2010 (where various public clinics across South Africa were inspected), the majority of public clinics in South Africa were under staffed and the staff at most clinics were overworked (Public Service Commission, 2010). This report also indicated that many of the clinics visited did not have sufficient medical equipment. The first concern that arises here is that there is overworked medical staff conducting diagnoses with questionable medical equipment. With the exception of most clinics visited in Kwa-Zulu Natal, Gauteng and the Western Cape, most of the other public clinics visited had insufficient medical equipment. In the case of the Taylors Clinic that was visited for example, it was observed that the clinic had a serious shortage of nurses, which together with non-existent administrative support, resulted in each nurse being involved in various duties at once such as conducting registration, testing patients for blood pressure and conducting consultations.

It is therefore reasonable to suspect that there could be mistakes made when patients are diagnosed. Some cancer incidences could therefore be missed as they could be falsely diagnosed as something else. The other concern that was identified when the Consolidated Report of Inspections of Primary Health Care Delivery Sites (Public Service Commission, 2010) was studied was that most of the clinics visited did not have sufficient computers. The clinics that did have computers did not use them because the staff had no computer skills. The result of this is that most patient records are paper based and manually stored in filing cabinets. The storage of
patient records in filing cabinets raises concern when the chaotic unorganised state of the clinics visited in this report is considered.

To illustrate the concern, consider the state of the following clinics that were visited in the Consolidated Report of Inspections of Primary Health Care Delivery Sites (Public Service Commission, 2010). At one clinic in Gauteng it was found that patient files; equipment; vaccine and medical fridges were stored in unlocked steel cabinets in the waiting room. At another clinic in Gauteng it was observed that the clinic was very small and in a very untidy state. A clinic in Limpopo lacked office space and was in a state of disrepair. This clinic had no filing cabinets or shelves, as a result patient files with crucial information were placed in trolleys. Another clinic in Limpopo also lacked office space. Most of the clinics visited in the Northern Cape did not have sufficient computer equipment and were coping with the bare minimum. At a clinic in Northwest only two consulting rooms were observed. One of these rooms was used as a nursing sister’s office, while the other room was used as the counsellor’s office. In another clinic in Northwest, counselling was conducted in the kitchen where the health promoter also used the same kitchen to write reports. It was observed at other clinics that the reception areas were used to store patient files due to a lack of space. It was observed that one clinic did not have lockable cupboards which could result in files being misplaced or easily lost. In Northwest five out of the six clinics visited had no functional computers, fax machines, or photo copier machines and patient records were handled manually.

The abovementioned examples clearly indicate the unorganised state that seems to be the trend in most public clinics in South Africa. The lack of office space is also highlighted by these examples. It is reasonable to suspect that patient files could be lost or misplaced in these unorganised filing cabinets that seem to be stored in any space available. The fact that most of these filing cabinets are unlocked also increases the possibility of these records being lost or misplaced. A possible reason for the underreported nature of cancer in South Africa could therefore be because these records are lost due to the chaotic state of the clinics that diagnose and store the records. The majority of these records are not computer-based and once a file is lost it is lost indefinitely.
The underreported nature of cancer in South Africa does not seem to be because of patients going to traditional healers, spiritual healers or pharmacies, where it is likely that formal patient records won’t be kept. The General Household Survey conducted by Statistics South Africa in 2010 confirmed that this does not seem to be the case since only 0.2% of the 25653 households interviewed indicated that they go to traditional healers when they have health related concerns. Another 0.2% indicated that the go to spiritual healers, while only 0.3% indicated that they go to pharmacies (Statistics South Africa, 2011).

A limitation within the data according to Stefan (2012) is that a significant amount of people give false information with regard to their addresses in order to gain access to specific medical centres. This casts suspicion over the geographic information linked to each cancer case. According to the General Household Survey that was conducted by Statistics South Africa in 2010 (Statistics South Africa, 2011), as well as the Consolidated Report on Inspections of Primary Health Care Delivery Sites that was conducted by the Public Service Commission in 2010 (Public Service Commission, 2010), the primary concerns of people visiting public clinics are the long waiting periods; the unavailability of medicine; clinic staff being rude and in some cases the unhygienic state of some of the clinics. The Consolidated Report on Inspections of Primary Health Care Delivery Sites, for example, found that at a clinic in Northwest, citizens reported that it is a known practice that one must arrive at the clinic at 5 o’clock in the morning if one has realistic hopes of being helped that day. The report also found that patients complained of staff being rude and showing them disrespect (Public Service Commission, 2010).

These findings support the possibility that patients could be lying about their addresses to gain access to specific clinics that have better service than the clinics in their area. This could have serious effects on the quality of the geographic data that was used to plot the cancer cases. Although it has been indicated that this might be what is happening, one must ask the question of how serious of a problem it really is and whether it has a significant impact on the data.
According to the patients that were interviewed in both the General Household Survey, as well as the Consolidated Report on Inspections of Primary Health Care Delivery Sites, the distance they need to travel to get to their nearest clinic is not a problem (Public Service Commission, 2010; Statistics South Africa, 2011). The General Household Survey found that 91.1% of the 25653 households interviewed indicated that they go to their nearest public clinic when they have health related concerns. This finding implies that most people visiting clinics are honest about where they live. This however needs to be verified and warrants further investigation.

The data used in this study can therefore not be considered completely reliable and although there are justified concerns about the quality of the data, it is still the best available data to use at this time. As stated before, the main purpose of this study was to develop and validate a methodology for creating cancer maps using GIS software. The result of whether the methodology was successful should therefore be viewed as more important than the analysis results itself. These results should however not be completely rejected as they may indicate factors worth investigating. The maps that were created from the data might indicate actual spatial clusters of cancers or it might indicate false clusters of cancer. The quality of the data used makes it impossible to say for sure, but the process used to get to those maps can be thoroughly verified, and the reliability and validity of that process can be determined.

3.2 The software used in this study.

A Geographic Information System (GIS) is a computer system that is capable of storing virtually any information that can be found on a paper map. It can however be of much greater use than a traditional map. A GIS can display maps on a computer screen, where it can provide detailed information about their features, such as roads, buildings or streams. A GIS can also search and analyse these map features and their attributes in ways that paper maps cannot (George & Korte, 2001). The difference between a paper map and a GIS map is that the latter displays intelligence (Kennedy, 2013). A spatial query can be conducted in a GIS map for example, where the GIS can be asked to show only certain features with certain
attributes. A GIS can be defined as a computer based technology and methodology for collecting, managing, analysing, modelling and representing geographic data for a wide range of applications.

A GIS consists of computer software and hardware and can be viewed in the following ways according to Bernhardsen (2002):

- A data processing system designed for map production and visualization.
- A data analysis system for examining conflicts over plans or optimizing the design of transport systems.
- An information system to be used in responding to queries about land ownership or soil type.
- A management system to support the operations of a utility company, helping it to maintain its distribution network of pipes or cables.
- A planning system to aid the design of road systems, excavations, or forest harvest operations.
- An electronic navigation system for land or sea transport.

A GIS can consist of vector data models or raster data models. A vector data model is a representation of the world using points, lines or polygons. Vector models are useful for objects that have discreet boundaries, such as a country's border, a land parcel, or a street (Esri, 2013a). A raster model is a representation of the world as a surface divided into a regular grid of cells. Raster models are useful for storing data that varies continuously such as in an aerial photograph, a satellite image, a surface of chemical concentrations, or an elevation surface (Esri, 2013b).

The basic difference between vector models and raster models according to Gregory and Ell (2007) is that vector models store information about discreet objects and gives them precise locations which, in the case of polygons will have unambiguous boundaries. The raster model stores a continuous representation of the Earth's surface which does not have such precise locations, nor requires unambiguous boundaries. According to Gregory and Ell (2007) vector data models are more
suitable for human features, while raster data models are more suitable for physical or environmental features.

According to Buckey (2013) the following can be seen as advantages and disadvantages of vector data models:

Advantages

- Data can be represented in its original resolution.
- Graphic input is usually more aesthetically pleasing (traditional cartographic representations).
- Accurate geographic location in the data is maintained.

Disadvantages

- The location of each vertex needs to be stored explicitly.
- For effective analysis vector data must be converted into a topological structure, which is processing intensive and usually requires extensive data cleaning.
- Algorithms for manipulative and analysis functions are complex and may be processing intensive, which could limit the functionality for large datasets.

According to Buckey (2013) the following can be seen as advantages and disadvantages of raster data models:

Advantages

- The geographic location of each cell is implied by its position in the cell matrix.
- Due to the nature of the data storage technique, data analysis is usually easy to program and quick to perform.
- The inherent nature of raster maps is ideally suited for mathematical modelling and quantitative analysis.
- Grid-cell systems are very compatible with raster-based output devices such as electrostatic plotters or graphic terminals.
Disadvantages

- The cell size determines the resolution at which the data is represented.
- It is difficult to adequately represent linear features depending on the cell resolution and it is therefore accordingly difficult to establish network linkages.
- Processing of associated attribute data may be cumbersome if large amounts of data exist.
- Most output maps from grid-cell systems do not conform to high-quality cartographic needs.

According to Florenza (2012) and GIS and Science (2009), a GIS has the following additional benefits:

- It improves the decisions made by government officials.
- It improves the allocation of resources and planning.
- It improves transparency for citizen engagement.
- It improved communications during a crisis.
- It can cope with large amounts of data.
- It can cover a large study area.
- It can conveniently select any sub-study area.
- It results in cost savings due to greater efficiency.

It is clear from the above that a GIS has many advantages and perhaps its greatest advantage is that it is not limited to a specific sector. According to George and Korte (2001) and Longley et al. (2004), GIS technology can be used in a wide range of applications.
During this dissertation the following GIS applications were used:

**ArcEditor 10 (data mapping)**

ArcEditor is used for the editing of spatial data. It provides tools for the creation of maps. It was chosen because of its capability to create, edit and present maps.

**ArcCatalog 10 (data management and storing)**

ArcCatalog is used to organise and manage various types of geographic data. It was chosen because of its data storing and management capabilities.

**ArcGIS Spatial Analyst (spatial analysis)**

ArcGIS Spatial Analyst provides tools for helping one understand spatial relationships within one's data. It also helps one to perform statistical calculations by using geographic data. It was chosen because of its ability to perform a statistical analyses based on geographic data.

In addition to the GIS software used, Google Earth was also used to find the latitude and longitude coordinates of each of the cancer cases. Google Earth is a virtual globe that can be used as a map. It allows one to view satellite imagery of any part of the world. It can be used to search for any location on planet earth. A satellite image as well as the coordinates of that area can then be seen.

### 3.3 Data preparation

The cancer data used in this dissertation was contained in Microsoft Excel format and the geographic data linked to every individual cancer case was used to identify the coordinates (geographic location) of each case. Two new fields were added to
the excel document for both the latitude and longitude coordinates of each case. The coordinates were determined using Google Earth as well as the street address or town name linked to each cancer case. Of the 7177 cancer cases available within the data for the chosen 14 cancer types, approximately 900 cases could not be plotted because they contained insufficient geographic information. Within the remaining 6268 cases, approximately 2000 had more specific geographic information linked to them, such as the physical street address of the cancer case. The remaining portion of the 6268 cases contained either the name of the town in which the patient lived or the name of the suburb in which the patient lived or only the postal code of the city or town in which the patient lived.

The first 2000 cases could be plotted very accurately because of the specific geographic information linked to them but the remaining 4268 cases had to be plotted according to the coordinates of the town in which they lived. The town in which they lived was determined by either the name of the town, the suburb or the postal code linked to each cancer case. The latitude and longitude coordinates of the centre of each town or suburb was then linked to each corresponding cancer case. The coordinates were then used to plot points that represent the cancer cases as can be seen in figure 3.4.1 (which represents a portion of the Acute Lymphoblastic Leukaemia cases that were plotted). The picture of the plotted points tempts one in to identifying where clusters are right away, but one cannot statistically conclude that there are clusters by just looking at the dots. It is also important to realise that where there are more people, such as the case in Gauteng for example, there will be more cancer cases or dots because there are more people living in that area.
To compensate for this, it was decided to look at the percentage of children under the age of 15 who had cancer in various areas, therefore creating the need for census data and area boundaries. Statistics South Africa provided the census data for 1990, 1996, and 2001 as well as the community survey data for 2007. They also provided a shapefile containing the 2001 census enumeration area boundaries as can be seen in figure 3.4.2. Enumeration areas are the smallest geographical units (pieces of land) into which the country can be divided for census or survey enumeration. It is an area small enough for one census fieldworker to enumerate alone in the allocated census period and it typically contains between 100 and 250 households (Statistics South Africa, 2001). Each one of the polygons shown in figure 3.4.2 contained population statistics for that specific polygon. It was decided to spatially join the plotted cancer dots to the 2001 enumeration area polygons, using the Spatial Join Tool found in ArcGIS, so that the computer could register how many dots fell in each polygon. It would then show this number in the join count field of the attribute table. This field together with the field containing the total population under the age of 15 could then be used to calculate the percentage of children under the
age of 15 who had cancer for each individual polygon. This percentage could then be used in the analysis to determine where there might be clusters of a specific cancer.

Figure 3.4.2: 2001 Census enumeration areas as provided by Statistics South Africa.

This approach was hampered with various limitations. The first thing to consider was that the cancer data was from 1992 to 2008, so using polygons that contain only the 2001 census population statistics would be a mistake since the total population under the age of 15 for a specific polygon would not have stayed the same for this entire period. Calculating a cancer ratio for cancer incidences from 1992 to 2008 based on only the population statistics of 2001 would result in a suspect ratio. It was therefore decided to use the average population under the age of 15 for each polygon for the entire period of 1992 to 2007. To do this the census data needed to be converted to identical polygon boundaries so the population statistics from the various census counts could be compared, since the enumeration area boundaries did not stay the same for the entire period of 1992 to 2007. The 1996 enumeration
boundaries for example weren’t the same as the 2001 enumeration boundaries (Dube, 2005). The ideal would then be to have the census statistics from each census count (1990, 1996, 2001 and 2007) converted to the same set of boundaries (the 2001 census enumeration area boundaries as seen in figure 3.4.2). The 1990, 1996, 2001 and 2007 census data could then be linked to identical boundaries so that each polygon had census data for 1990, 1996, 2001 and 2007. The 1990, 1996, 2001 and 2007 census data for each polygon could then be used to calculate the average population under the age of 15 for each polygon. Once the average population was calculated the number of cancer cases plotted in each polygon could then be determined as a percentage of the average population.

This process was however hampered by the lack of specific geographic information within the cancer data. Only the 2000 cases that had specific geographic information linked to them could be used at this scale (2001 enumeration boundaries), since they could be plotted at their exact location. The remaining 4268 cases could only be plotted according to a much coarser resolution, because they only contained information about the postal code, town or suburb in which the patient lived. These dots could not be plotted at the exact location where the patient lived and this caused a problem since the enumeration areas become smaller in densely populated areas. In a city like Potchefstroom for example, the entire city is divided into 18 enumeration areas. A cancer case in Potchefstroom with specific geographic information linked to it, such as the physical address could be correctly plotted in one of those 18 enumeration areas. The problem arises when the geographic information linked to a cancer case in Potchefstroom is limited to only “Potchefstroom”. In these situations the latitude and longitude coordinates of the centre of Potchefstroom were linked to those specific cases. The lack of specific geographic information in the cancer data therefore limits the scale on which the analysis can be conducted. If these dots were to be linked to the 2001 census enumeration areas, the dots would end up in the middle of Potchefstroom which would cause the computer to register them in an enumeration area that is in the centre of the city. In reality those patients might live in an enumeration area at the edge of city.

It was therefore decided to use the local municipal boundaries instead, because these boundaries were bigger. These boundaries insured that each cancer case
could be plotted in the correct polygon. In the case of Potchefstroom, the entire city fell within the municipal boundary. The fact that there were a large number of cancer cases that only had postal codes as geographic information was also considered when the local municipal boundaries were chosen. It is reasonable to expect that many farmers who live on the outskirts of a city or town like Potchefstroom might have their mail posted to the town post office and therefore would have Potchefstroom's postal code but might actually live outside the city.

The data from the 1996, 2001 and 2007 census counts were converted to the local municipal boundaries as they were in 2005 (figure 3.4.4) with the help of Statistics South Africa. Unfortunately Statistics South Africa could not convert the census data prior to 1996 because the enumeration areas used from 1996 onwards did not exist prior to 1994 (Dube, 2005). The census data after 2007 could also not be converted because it was not yet available. The data from the 1996, 2001 and 2007 census counts were therefore used to determine the average population under the age of 15 for each local municipal boundary as they were in 2005. Each 2005 local municipal boundary therefore contained census data for 1996, 2001 and 2007. The combined census data of each polygon was then used to determine the average population of children under the age of 15 (for the period 1996 to 2007) for each of these polygons. The calculated average population was then used together with the plotted cancer cases to determine a cancer ratio for each of the 2005 local municipal polygons (for the period of 1996 to 2007).
This limited the quantity of cancer cases that could be used in the analysis, since the cases prior to 1996 and after 2007 had to be left out of the analysis to ensure that the calculated ratios were specific to the time period of 1996 to 2007.

The following table (Table 2) shows the number of cancer cases that could be plotted for the time period of 1992 to 2008 (overall 92-08). It also shows the number of cases that could be plotted that fall within the time period of 1996 to 2007 (96-07). Lastly it also shows the big picture of how many of the total number of cases that could be plotted was actually used in this analysis (big picture). In other words, up to approximately 87% of the total available cancer cases (for the entire period of 1992 to 2008) where plotted successfully on the local municipal scale, but needed to be used in conjunction with population statistics that were limited. The result was that only the cases that could be linked to the population statistics could be used. This resulted in only the cases between 1996 and 2007 being used. As a result only 67% of the total available cases (1992 to 2008) were used. The remaining 33% of cases
were left out either because they were diagnoses before 1996 or after 2007, or did not have sufficient geographic information linked to them. The issue of missing data in research is a common phenomenon and according to Greenland and Finkle (1995) and Raghunathan (2004) the most common approach to missing data is to simply omit the missing data and do the analysis with what remains. Omitting missing data has the advantage of ensuring simplicity and comparability across an analysis but it also reduces the statistical power of the analysis because it doesn’t use all the available data according to Enders (2010) and Little and Rubin (2002). The limitations that were found within the data used in this study significantly reduced the statistical power of the analysis and should be kept in mind when viewing the final results. The omission of the unusable data was however a necessity because if the effects of the missing data were not taken into account the results of the study would be biased and misleading (Bennet, 2001).

Table 2: Number of cancer cases that could be plotted.
3.4 Data Analysis

GIS software is a very powerful tool for visually representing data. The symbology of the maps one wishes to represent can be manipulated at the touch of a button. The symbology can be represented as categories, quantities, or charts. Data represented in quantities can for example be represented as equal intervals, quintiles, natural breaks, geometric intervals or standard deviations (Esri, 2012a). The problem with using ordinary GIS symbology to symbolise data is that the end result would be extremely subjective since each GIS user might favour a different style of symbology (Esri, 2012a). To illustrate the abovementioned points consider the case of Acute Lymphoblastic Leukaemia. In figure 3.5.1 the percentage (ratio) of children with Acute Lymphoblastic Leukaemia is represented as quantities with graduated colours, five classes and a natural breaks classification. In figure 3.5.2 the percentage of children with Acute Lymphoblastic Leukaemia is represented as quantities with graduated colours, five classes and an equal interval classification. When these two figures are compared, it is clear that there is a significant difference in the data presentation because of the two different types of classifications used. From this example it is clear that using the normal GIS symbology settings could be very subjective and therefore not trustworthy.
To overcome this problem the Hotspot Analysis (Getis-Ord Gi*) Tool was used to statistically determine where possible clusters of cancer are and to present the results in a statistically unbiased objective manner.

The tool uses a G-statistic, or more specifically a Gi* statistic. A G-statistic tells one whether hotspots (clusters of high values) or cold spots (clusters of low values) exist within the study area (Getis, 1991). The G-statistic takes each polygon in the study area and gives it a turn to be the target polygon. For each target polygon a radius is drawn around it based on a distance the analyst specifies. All the neighbouring polygons that fall within this distance are considered neighbours of the target polygon. To calculate the Gi* value the GIS sums the ratios of all the neighbours that are located within this distance and divides this value by the sum of all the ratios of all the polygons in the entire study area (Lee & Wong, 2001). This value is then called the calculated Gi* value and since a G-statistic is a relative measure, one does not really know what a large or small value means unless one compares it to the expected G-statistic for a random distribution at the distance the analyst specified.
Only then can it be determined whether the distribution of values (cancer ratios) is significantly different than a random distribution. The expected G-statistic at a given distance is what the value of G would be if there was no particular concentration of high or low values (ratios) in the study area (Getis, 1991). The expected Gi* value for a random distribution is equal to the sum of all the spatial weights for a given distance, divided by the number of polygons in the study area, minus 1 (Lee & Wong, 2001). Spatial weights will be explained later in this chapter.

A group of polygons with high calculated Gi* values indicates a cluster or concentration of polygons with high attribute values (high ratios) and a group of polygons with low calculated Gi* values indicates a cold spot. A calculated Gi* value near 0 indicates that there is no concentration of either high or low values surrounding the target polygon and this can occur when the surrounding values are near the mean, or when the target polygon is surrounded by a mix of high and low values (Getis & Ord, 1996). The GIS determines the statistical significance of the calculated Gi* value by comparing it to the expected Gi* value that would exist if there was a random distribution in the data where there would be no concentration of either high or low values (ratios). The GIS calculates the statistical significance of the calculated Gi* value by calculating a Z-score. The GIS calculates the Z-score by subtracting the expected Gi* value for the polygon (given a random distribution) from the calculated Gi* value for the polygon. The difference is then divided by the square root of the variance for all the polygons in the entire study area (Lee & Wong, 2001).

The GIS calculates a Z-score for each polygon at the specified distance. As with the Gi* value itself, a high Z-score for a polygon indicates that its neighbours have high attribute values, and vice versa. A Z-score near 0 indicates no apparent concentration of similar values. To determine whether a Z-score is statistically significant, it is compared to the range of values for a given confidence level, for example, at a confidence level of 95%. A Z-score would have to be less than -1.96 or greater than 1.96 to be statistically significant (Lee & Wong, 2001).
A Z-score indicates how certain one can be that one's observed pattern is not simply due to random chance (Longley & Batty, 2003). The further away a Z-score is from 0, the more one's results deviate from the mean and the smaller is the probability that the spatial pattern one is looking at is due to random chance. As can be seen in figure 3.5.3, if the Z-score is zero (indicated by black arrow), then the probability that the spatial pattern is due to chance is at its greatest (indicated by yellow bracket), but if the Z-score is 1 (indicated by red arrow), then the probability that the pattern is due to random chance decreases (indicated by green bracket), and finally if the Z-score is 2 (indicated with orange arrow), then the probability that the pattern one is looking at is due to random chance will decrease even further (Indicated with the red bracket). To conclude then, the further away the Z-score is from 0, the smaller the probability is that the spatial pattern one is looking at is due to random chance, and the smaller the probability is, the more statistically significant the spatial pattern is, which is the desired effect (Esri, 2009).

Figure 3.5.3: Standard normal distribution (Esri, 2009)

It is only human to favour a pattern or relationship one expects to see, so to maintain impartiality, one sets out to prove the opposite, the so called null hypothesis. One's initial hypothesis is called the alternative and by doing significance tests one can decide whether one should or should not reject the null hypothesis (Burt & Barber, 1996). In order to decide whether to reject the null hypothesis, one first needs to decide what the risks are that one is willing to accept for being wrong. In a study like this one, where one is trying to find hotspots of cancer, one needs to make
especially sure that the chances of identifying false hotspots are minimised since the resources for fighting cancer are always limited and needs to be allocated to the correct areas. It is therefore necessary that the risk of being wrong needs to be as small as possible.

This degree of risk, called the confidence level or significance level is expressed as a probability ranging from 0.0 to 1.0., and in order to decide whether or not to reject the null hypothesis the desired level of confidence needs to be compared with the observed level of confidence. The observed level of confidence, known as the p-value, is calculated using sample data (in this case, neighbourhoods). It is therefore important to note that the characteristics of a sample (its size and whether it is a random sample) affect its observed level of confidence (Earickson&Harlin, 1994).

The most common confidence levels for statistical tests are 0.10, 0.05 and 0.01. If a study is repeated with a confidence interval of 0.1 or 0.05, then 99/100 or 95/100 times you would get the same results if your study is designed the same with a 1% or a 5% error each time, respectively. The results that would be obtained if the study is repeated many times and on each occasion a 95% confidence interval is calculated, then 95% of these intervals would contain the true effect (Ebdon, 1985).

Each statistical tool in the GIS software has an appropriate test, and these tests provide a statistic that represents the p-value and the desired confidence level has a corresponding critical value (Lee & Wong, 2001). If the value of the test statistic exceeds the critical value, one rejects the null hypothesis. Most spatial statistics tools calculate a test statistic at the same time they calculate the initial statistic and report both. Many of the tools (including the Hotspot Analysis (Getis-Ord Gi*) Tool,) calculate a Z-score, which is a reference measure for the standard normal distribution, with a mean of zero and standard deviation of 1 (Lee & Wong, 2001).

The critical values of -1.96 and 1.96 are standard deviations from the mean. This means that 95% of the area underneath the standard normal curve falls between plus and minus 1.96 standard deviations from the mean. The other five percent of
the area is called the rejection region. If a Z-score falls within the rejection region, there is only a 5 percent chance that one would be wrong to reject the null hypothesis (Bailey & Gatrell, 1995). In the case of the Hotspot Analysis (Getis-Ord Gi*) Tool which uses a confidence level of 0.01, 99% of the area under the curve falls between -2.58 and 2.58 standard deviations of the mean (Lee & Wong, 2001).

These tests were developed within classic, non-spatial, statistics. Spatial data, however contradicts some of the assumptions of inferential statistics, and the assumptions the tests make, producing questionable results (Lee & Wong, 2001). Spatial data often violates one of the main assumptions of statistics, namely the independence of observation within a sample. In a hypothetical random spatial distribution, every feature or observation would have an equal probability of occurring at any given location, and the location of any given feature or observation would have no influence on any other feature or observation within the dataset. Spatial data violates this assumption for example when the selling price of a particular house, influences nearby housing values or when commercial burglaries only occur where there are businesses (Burt & Barber, 1996). The outcome of spatial statistics is therefore somewhat predetermined.

An increase in computing power is allowing researchers to explore methods that rely on computer-generated distributions derived from millions of permutations over a dataset, such as Monte Carlo simulation and Bootstrapping. These methods may eventually replace theoretical distribution models and their accompanying mathematical equations, and avoid the issues associated with statistical tests based on sampling, such as assumptions of normality and spatial independence (Lee & Wong, 2001). One never truly knows whether the null hypothesis is true or false, one decides to either reject it or not, with some level of confidence.

The only thing one can do is to try and reduce the risk that one will draw the wrong conclusion from the significance test by minimizing the likelihood that one will make an error in rejecting the null hypothesis (Bailey & Gatrell, 1995). If the null hypothesis is rejected and it is actually false, or if it is not rejected and it is actually
true, then the conclusion that is drawn is correct, but if the null hypothesis is rejected and it is actually true, or if it is not rejected and it is actually false, an error is made. Statisticians call the first a Type 1 error and the second a Type 2 error (Mitchell, 2005).

The risk is usually less with a Type 1 error, for example in this case where potential environmental factors may be contributing to the development of a particular type of cancer. In this case the null hypothesis states that the cancer incidences are distributed randomly throughout the study area. If a Type 1 error is committed the null hypothesis will be rejected, thereby falsely concluding that the cancer incidences are clustered. It will then be needed to move to a more specific level of analysis, such as examining the relationships between the cancer clusters and particular environmental factors. By doing this, the error will likely be uncovered. On the other hand, if a Type 2 error is committed and the null hypothesis is not rejected when it should be, it will be falsely concluded that the cancer incidences occur randomly (Lee & Wong, 2001). This could lead to the analyst abandoning his/her research prematurely. The bigger risk in this study is therefore to commit a Type 2 error.

According to Mitchel (2005) the best way to favour a Type 1 error is to specify a less stringent confidence level, since the null hypothesis is already established in spatial statistics. If a confidence level of 0.1 is used instead of a confidence level of 0.05, it is more likely to conclude that there is no significant clustering. If it is perceived that there is no clustering (the null hypothesis is true). If a higher confidence level of 0.01 is set, it is less likely that it will be concluded that there is significant clustering, in this case it is more likely that the null hypothesis will be accepted. If there is no clustering then a Type 2 error will be committed (Burt & Barber, 1996).

To conclude then, the Z-score provides a basis on which the desired confidence level can be determined, for example, if a confidence level of 0.01 or 99% is desired then all the polygons in the study area with a Z-score greater than 2.58 or less than -2.58 are considered statistically significant. The result is that there is a less than 1% chance that rejecting the null hypothesis will be a mistake. This means that there is a
less than 1% chance that the cancer clusters are due to random chance and it can therefore be concluded that there must be environmental factors in those areas which cause them to have more incidences.

The Hotspot Analysis (Getis-Ord Gi*) Tool requires a specified distance. The tool uses this distance to determine a radius (neighbourhood) around each target polygon. All of the neighbouring polygons that fall within this distance are considered neighbours of the target feature and the values of these neighbouring polygons are therefore included in the calculation of that specific target polygon’s Z-score.

There are two types of distances to choose from. The *Euclidean* distance is the straight line distance between two points (as the crow flies) and the *Manhattan* distance is the distance between two points measured along the axis at right angles, calculated by summing the difference between the x and y coordinates (Esri, 2012b). Calculations based on both the *Euclidean* and *Manhattan* distances require projected data. Projected coordinate systems are defined as a flat, two dimensional surfaces. The earth is seen as a sphere or spheroid but this three-dimensional surface needs to be transformed to a flat surface in order for the GIS to use it (Grafarend & Krumm, 2010). This mathematical transformation is called a map projection. One easy way to understand how map projections alter spatial properties is to visualise shining a light through the centre of the earth onto a surface (called a projection surface). Imagine the earth’s surface is clear with the grid of intersecting lines of latitude and longitude (also known as the graticule) drawn on it. Wrap a piece of paper around the earth. A light at the centre of the earth will cast the shadows of the graticule onto the piece of paper. One can now unwrap the piece of paper and lay it flat. The shape of the graticule on the flat paper will be different from that on the earth (Snyder, 1997). There are different types of projections that preserve different properties, such as conformal projections that preserve local shape, equal area projections that preserve area, and equidistant projections that preserve distance (Esri, 2012b).
In this analysis it was decided to use the Africa-Equidistant-Conic projection with the central meridian set to the +25 longitude line and the standard parallel lines set to the -21 and -35 latitude lines respectively. This ensured that the distances used by Hotspot Analysis (Getis-Ord Gi*) Tool were accurate (Esri, 2009). The +25 longitude line was chosen as the central meridian because it cuts through the middle of South Africa. South Africa is located between the -21 and -35 latitude lines. Selecting these parameters therefore ensured that the distance properties of the study area were not distorted (Esri, 2009).

The properties of Equidistant Conic projections are that they preserve local shapes along the standard parallel lines. The distortions of local shapes however increase as the distance from the standard parallel lines increase. The distortion of area is constant along any given parallel but increases with distance from the standard parallel lines. Directions are true along the standard parallels. The most important factor however is that both distance and scale characteristics are true along the meridian and standard parallel lines (Lliffe & Lott, 2008).

The distance from one polygon to another is calculated by determining the distance between the centroids (the middle point of each polygon) (Esri, 2009). The distance that is chosen should reflect the inherent relationships among the features analysed. The more realistically one can model how features interact with each other in space, the more accurate one’s results will be. According to a communication with Dr Lauren Scott (Scott, 2012), a project engineer on Esri’s geoprocessing team and an expert in the use of statistics in a geospatial context, the best distance method to use is the Fixed Distance Band.

The Fixed Distance Band method works well for polygon data where there is a large variation in polygon size. The Fixed Distance Band method is also recommended when running the Hotspot Analysis (Getis-Ord Gi*) Tool according to Esri (2009). One can think of the Fixed Distance Band as a moving window that momentarily settles on top of each polygon. It then looks at that polygon within the context of its neighbours. It is important to use a distance band that reflects maximum spatial
autocorrelation. Spatial clustering on the landscape indicates that there is evidence of underlying spatial processes at work. The distance that exhibits maximum spatial clustering, as measured by the Spatial Autocorrelation (Global Moran's I) Tool, is the distance where those spatial processes are most "active" or most pronounced Esri (2009).

The Spatial Autocorrelation (Global Moran's I) Tool calculates a Z-score for each distance specified. The tool needs to be run at different distances to determine where peaks in Z-scores are. Every peak represents a distance where the processes promoting spatial clustering are pronounced. Multiple peaks are common. Generally the peaks associated with larger distances reflect broad trends (a broad east to west trend, for example, where the west is a giant hotspot and the east a giant cold spot). In general one will be most interested in peaks associated with smaller distances. An inconspicuous peak often means there are many different spatial processes operating at a variety of spatial scales. One probably wants to look for other criteria as well in order to determine which fixed distance method is best for one’s analysis (perhaps the most effective distance for remediation). If the Z-score never peaks (in other words, it just keeps increasing) and if one is using aggregated data (for example, counties), it usually means that the aggregation scheme is too coarse. This means that the spatial processes of interest are operating at a scale that is smaller than the scale of one’s aggregation units. If one can move to a smaller scale of analysis (moving from counties to tracts, for example), this may help find a peak distance Esri (2009).

The Moran’s I statistic measures feature similarity. It determines whether there are polygons with similar values clustered together or not. These values can either be low values or high values. The important thing is that they should be similar (Longley & Batty, 2003). A group of polygons next to each other with the values of; 2, 3, 1,2, and 4 respectively would be considered as a group of polygons with similar values. A group of polygons next to each other with the values of; 33, 34, 32, 36 and 35 respectively would also be considered as a group of polygons with similar values. A
group of polygons next to each other with the values of; 22, 3, 67, 200, 2 and 14 would however not be considered as a group of polygons with similar values.

The first thing the Moran’s I statistic does is to add all the values of all the polygons in the study area together. It then divides this value by the number of polygons in the study area to get the mean value of all the polygons (Mitchell, 2005). If the polygons in figure 3.5.4 were representative of the entire study area, then the Spatial Autocorrelation (Global Moran’s I) Tool would add all the values together (2+3+3+10+12=30) and divide this value (30) by the number of polygons in the study area, which in this case would be 5 polygons. The mean value would therefore be 6 (30 divided by 5).

![Figure 3.5.4: Example of neighbourhood (Mitchell, 2005)](image)

The tool then takes each pair of polygons in the study area and works out how each polygon in that pair differs from the mean. Each polygon’s difference from the mean is then multiplied to calculate that pair’s cross-product (Longley & Batty, 2003). A high (positive) cross-product indicates that nearby polygons have similar values, while a low (negative) cross-product indicates that nearby polygons have dissimilar values (Mitchell, 2005).
A pair of polygons with similar values such as the values of 10 and 12 (as can be seen in figure 3.5.5) will have a positive cross-product. The tool takes the value of each polygon in the pair and subtracts the mean (6) from it. The result of each polygon is then multiplied to calculate the cross-product, for example \((12-6) \times (10-6) = 6 \times 4 = 24\) (Mitchell, 2005). The cross-product is therefore 24, indicating that two similar values (12 and 10) are clustered together.

Figure 3.5.5: A pair of polygons with similar values (Mitchell, 2005)

If the same calculation is done for a pair of polygons with dissimilar values such as the values of 3 and 12 (figure 3.5.6), a negative cross-product will be calculated. The mean will be subtracted from the value of each polygon in the pair. The result for each polygon will then be multiplied to calculate a low cross-product, for example \((12-6) \times (3-6) = 6 \times -3 = -18\) (Mitchell, 2005). The cross-product for this pair will therefore be -18, indicating that two dissimilar values are next to each other.
After the cross-product for each pair of polygons in the study area is calculated, they are summed together. If there were roughly as many pairs with positive cross-products as there were with negative cross-products, the result of adding the cross-products together would be close to 0, indicating a random distribution where some neighbours have similar values and some don’t (Longley & Batty, 2003). If there were more positive cross-products than negative cross-products in the study area, the result of adding the cross-products together would be bigger than 0 indicating a clustered pattern where most of the polygons in the study area are surrounded by other polygons with similar values (Bailey & Gatrell, 1995).

In order to calculate a Z-score the statistic creates a scenario where it determines what the expected result would be if the cross-products of all the polygons in the study area were added together, assuming that there were no significant similarities between the polygons (Mitchell, 2005). The tool then subtracts this result from the actual observed result that was calculated when all the cross-products in the study area were added together. The result is the Z-score. According to Scott (2012) it is necessary to ensure that the distances one chooses to use when running the Spatial Autocorrelation (Global Moran’s I) Tool, will result in each feature having at least one neighbour. In order to do this one can use the Calculate Distance Band from Neighbourhood Count Tool.
The Calculate Distance Band from Neighbourhood Count Tool returns the minimum, maximum, and average distance to a specified Nth nearest neighbour (N is an input parameter) for a set of features (Esri, 2009). The value of N can be changed to find the minimum, maximum, or average distance to the nearest quantity of neighbours desired. For example if N is set as 1, then the tool will calculate the minimum, maximum and average distance that ensures that each polygon has at least one neighbour. If N is set to 2 then the tool will calculate the minimum, maximum and average distance that ensures that each polygon has at least 2 neighbours. The Hotspot Analysis (Getis-Ord Gi*) Tool needs each polygon to have at least one neighbour. It is therefore useful to use the Calculate Distance Band From Neighbourhood Count Tool because it will ensure that the chosen distances result in each polygon having at least one neighbour.

According to Scott (2012) it is also good practice to use the average distance produced by the Calculate Distance Band From Neighbour Count tool as the interval between the distances one uses when running the Spatial Autocorrelation (Global Moran's I) Tool. It was observed in this study that the average distance produced by the Calculate Distance Band From Neighbour Count Tool had limitations when it is was used as an interval between distances. The study area contained areas where there were large polygons, surrounded by other large polygons. The result of this was that the centroids (middle points of each polygon) were on average further apart than they would have been if the study area had smaller polygons. It was therefore found that the calculated average distance was too large, which caused possible Z-scores peaks to be missed. To illustrate this consider figure 3.5.7. In figure 3.5.7 the Spatial Autocorrelation (Global Moran's I) Tool was run using distances with an interval of 12724 metres, starting with a distance of 147300 metres, which is the maximum distance that will ensure that each polygon has at least one neighbour. The peaks that were identified were at 182000 metres, 275000 metres and 35200 metres. Figure 3.5.7 indicates what the results of the Hotspot Analysis (Getis-Ord Gi*) Tool looked like with the first peak distance of 182000 metres.
Figure 3.5.7: Spatial Autocorrelation (Global Moran’s I) Tool run with an interval of 12724 metres and peak distance of 182000 metres.

Now consider figure 3.5.8. In figure 3.5.8 the Spatial Autocorrelation (Global Moran’s I) Tool was run with distances that had a 49000 metre interval (the average distance calculated by the Calculate Distance Band from Neighbourhood Tool). The first distance used was again 147300 metres, which is the maximum distance that will ensure that each polygon has at least one neighbour according to the Calculate Distance Band From Neighbourhood Tool. The peaks that were identified by using these distances, where at 400000 metres, 745000 metres and 845000 metres. Figure 3.5.8 indicates what the results of the Hotspot Analysis (Getis-Ord Gi*) Tool looked like when the first peak distance of 40000 metres was used.
It is clear that figure 3.5.7 gives a more detailed representation than figure 3.5.8, because of the smaller peak distance used. In this case the differences between the two figures were small but in other cases this could cause significant differences. It is therefore recommended that future studies following this procedure should consider the different sizes of the polygons in the study area. The distance calculated by the Calculate Distance Band From Neighbour Count Tool to ensure that each polygon has at least one neighbour, is a good distance to use as an interval, but then the size of the polygons in the study area should be roughly the same. Important Z-score peaks might therefore be missed if the Spatial Autocorrelation (Global Moran’s I) Tool is run with an inadequate interval distance. Once the distances have been determined where there are Z-score peaks, it is necessary to insure that each target polygon has on average at least 8 neighbours. This is done by running the Generate Spatial Weights Matrix Tool.
This tool calculates the average number of neighbours there are in the study area for each target polygon at the specific distance (Esri, 2009). If a peak Z-score distance of 182000 metres is run with this tool for example, and the tool calculates an average number of neighbours of 22, then it means that on average each polygon in the study area has 22 neighbours if a radius of 182000 metres is drawn around each target polygon. It is therefore important to insure that the average number of neighbours is never less than 8 since this will cause some target polygons not to have enough neighbours, causing the tool to calculate false hotspots. Polygons near the edge of the study area generally have fewer neighbours. The results of such polygons can thus be skewed (Getis & Ord, 1996).

If fewer than 30 polygons are analysed, the results might be skewed because of the effect of any outliers (Lee & Wong, 2001). Outliers are exceptionally high or low values, beyond what one would expect even with a skewed distribution of data. Since outliers can throw off the results of one's analysis, one needs to know whether they are present. Outliers often represent data errors. Values can be entered incorrectly into the database or associated with the wrong polygon. Once outliers have been identified, it is necessary to check the original data source to make sure that the values for those polygons are correct (Burt & Barber, 1996). Missing values often show up as outliers, and if a valid value for the polygon cannot be obtained, it might be necessary to remove it from the dataset before performing one's analysis. It is important to note that outliers are not always data errors.

According to Earickson and Harlin (1994) they may in fact represent valid but unexpected values, for example, a mansion in an otherwise modest neighbourhood, which has a much higher value than its neighbours. An outlier might also reflect a previously unknown condition which could alter the assumptions of the analysis performed or change the approach followed (Ebdon, 1985). A block group which has an unexpectedly high number of crimes, for example, might point to a previously unknown drug-trafficking hotspot. When outliers represent valid data values, it is necessary to measure their influence on one's analytical results. One way to do this
according to Burt and Barber (1996) is to run the analysis without the outliers. If the results are very close to each other, the outliers are not having a strong impact on the results, but if the results deviate strongly, it might be necessary to find another analysis method that will not be sensitive to the presence of any outliers.

Outliers were identified for Acute Lymphoblastic Leukaemia; Astrocytoma; Burkitt's Lymphoma; Glioma; Hepatoblastoma; Hodgkin’s Lymphoma; Medulloblastoma and Non-Hodgkin’s Lymphoma. The Hotspot Analysis (Getis-Ord Gi*) Tool was run with the outliers present and again with the outliers removed for each cancer type. It was observed that the outliers did not have a prominent effect on the results. Due to it being good practice and the fact that the main focus of this dissertation was to determine a best practice methodology for creating cancer maps, the Hotspot Analysis (Getis-Ord Gi*) Tool was run with the outliers removed. In figure 3.5.9 the effect of an outlier can be seen. In this instance the outlier caused the first Z-score peak to occur earlier, thereby causing a different result. As can be seen in figure 3.5.9 the first Z-score peak was found at 182000 metres (when the outlier was still present), but dropped to 175000 metres when the outlier was removed. The R1 indicated in figure 3.5.9 represents the cancer ratio for the first cancer type (Acute Lymphoblastic Leukaemia).
The Z-scores calculated by the Hotspot Analysis (Getis-Ord Gi*) Tool or other local statistic tools can produce misleading results. This happens because the tests assume independence between the polygons. The GIS runs the tests to calculate a Z-score for each polygon. These tests however end up using many of the same neighbours for adjacent polygons (Getis & Ord, 1996). This violates the independence of the test, especially since the values of adjacent polygons are more likely to be similar in any case. Researchers Art Getis and Keith Ord have suggested an alternative test to overcome this issue, called the Bonferroni Type Test. This test uses a more stringent criterion to ensure that results are significant at the confidence level specified (Getis & Ord, 1996).

By changing the critical value, the Bonferroni Correction makes it more difficult for any one test to be statistically significant. In the correction’s simplest form, one divides the original confidence level by the number of tests (number of polygons in the study area) to get an adjusted confidence level (Getis & Ord, 1996). With a confidence level of 0.10 and 30 polygons in the study area, the adjusted confidence level would be 0.003 (0.10/30). One would then compare the calculated Z-score for each feature to the critical value obtained using this adjusted confidence level.

In the case of Acute Lymphoblastic Leukaemia, for example, the Bonferroni Correction was used to find a new critical value. At a 99% confidence level where there is a less than 1% chance (0.01) that the hotspots observed are due to random chance, the confidence level of 0.01 was divided by the number of polygons in the study area, 257. The result of this calculation (0.01/257) was 0.000039. What this means is that all the polygons with a p-value smaller than 0.000039 can be considered statistically significant at a 99% confidence interval (Getis & Ord, 1996). This can also be done for a 95% confidence interval (0.05), where the calculation would be (0.05/257). The result of this calculation would then be 0.000195, which means that all the polygons with a p-value smaller than 0.000195 can be considered accurate on a 95% confidence interval.
To illustrate these results please consider figure 3.5.10. In this instance all the polygons with p-values smaller than 0.000039 for Acute Lymphoblastic Leukaemia were selected in blue. This means that all the polygons selected in blue can be considered statistically significant at a 99% confidence interval. The hotspots that are not selected in blue can therefore not be considered statistically significant at a 99% confidence interval, but some of them might be statistically significant at a 95% confidence interval.

![Bonferroni Correction](image)

Figure 3.5.10: Example of the Bonferroni Correction performed on a 99% confidence interval where all the p-values smaller than 0.000039 were selected in blue.

By considering the limitations of the Hotspot Analysis (Getis-Ord Gi*) Tool and by doing the Bonferroni Correction, statistically significant hotspots on a 99% confidence interval can be identified. GIS software can therefore be used to identify spatial clusters of cancers that are statistically significant. It is clear that the Hotspot Analysis (Getis-Ord Gi*) Tool has certain limitations, but it is also clear that there are
ways to compensate for these limitations to still arrive at statistically significant results that can be invaluable in the fight against cancer.
CHAPTER 4: RESULTS

4.1 Successfulness of GIS methodology.

It was found in this study that GIS software can be successfully applied to map cancer incidences. The use of GIS is particularly valuable because of its capability to perform statistical calculations in a spatial context. It was found that normal GIS symbology could be used to represent cancer incidences but that this would result in biased representations. It was found that the use of spatial statistics within the GIS software could over bridge this limitation.

The study found that the Hotspot Analysis (Getis-Ord Gi*) Tool could be successfully implemented to map cancer incidences since the tool uses a G-statistic which calculates a Z-score that can determine whether a cluster of high or low values are statistically significant or just due to random chance. It was found that the tool could only be used successfully if the various factors influencing the tool were understood and accounted for. These factors included the specified distance that needed to be used to ensure that each target polygon had enough neighbours; the extent of the spatial autocorrelation that was associated with that distance; the possible effects of polygons at the edge of the study area as well as the possible effects of outliers within the data.

It was also found that spatial statistics often violate one of the main assumptions of statistics, namely the independence of observation in a sample. Spatial data often violates this assumption because one spatial variable often influences other variables. Commercial burglaries for example tend to occur where there are businesses, and businesses tend to cluster. The outcome of an analysis performed with spatial statistics could therefore be somewhat predetermined. It was however found that the problem could be overcome by performing the Bonferroni Correction.
This study found that there are definite best practice guidelines that needs to be followed when using the Hotspot Analysis (Getis-Ord Gi*) Tool. It was found that once the various elements influencing the Tool were understood and accounted for, the Tool could be successfully used to map the cancer incidences.

4.2 Result of data quality review.

The cancer incidences diagnosed in South Africa (for children under the age of 15) were found to be significantly less than the incidences diagnosed in first world countries. It was found that in South Africa only approximately 500 new cases are reported each year, while approximately 2500 new cases are reported in first world countries each year.

The most probable reason for the underreported nature of South Africa's cancer incidences (for children younger than 15) was attributed to the fact that South Africa's registry is pathology based, thus missing cases where patients die before they are diagnosed. It was also found that the disorganised state of the country's clinics could play a role in cancer cases being missed. It was found that there is a possibility that people visiting public clinics lie about their addresses in order to gain access to better clinics which are not the areas where they actually live, thus impairing the quality of the geographic data that is linked to each cancer case.

The geographic data linked to the cancer cases limited the scale on which the analysis could be done. The majority of the geographic data consisted of only the town, city or suburb name in which the patient lived. The data was therefore insufficient to perform the analysis on the preferred (finer) enumeration area scale and had to be done on a (coarser) local municipal scale. Approximately 87% of the total cancer data (1992-2008) could be plotted on the local municipal scale. The data however needed to be used in conjunction with population statistics in order to calculate the ratios of cancer incidences. The population statistics limited the quantity of cancer cases that could be used in the analysis since only the census
data from 1996, 2001 and 2007 could be converted to the same set of boundaries (2005 local municipal boundaries) by Statistics South Africa.

The biggest limitation of this study is therefore that approximately 33% of the total cancer data provided by the South African Paediatric Tumour Registry could not be used (20% could not be linked to the population statistics because the cases were diagnosed before 1996 or after 2007, and 13% could not be plotted because they had no geographical information linked to them at all). The remaining 67% of the total data could be used on a (coarser) local municipal scale, but not on a (finer) enumeration area scale (which would have resulted in only 28% of the total cancer data being used). This study was therefore conducted with 33% of the total available data for analysis missing or unusable.

4.3 Results of the Hotspot Analysis (Getis-Ord Gi*) Tool

4.3.1 Difference between general results and accurate results produced by the Hotspot Analysis (Getis-Ord Gi*) Tool.

When interpreting these results, it should be remembered that there are concerns about the quality of the data that was used. The results may therefore not be accurate, not due to the GIS process but due to the data itself. There might however be some hotspots worth investigating, since the analysis was still based on actual cancer data albeit suspect data. There might be certain trends that could be worth investigating. The reality however is that the quality of the data cannot be guaranteed and the accuracy of the final maps can therefore also not be guaranteed. In terms of using the correct GIS methodology to identify significant cancer clusters it is necessary to understand that once the Hotspot Analysis (Getis-Ord Gi*) Tool has been run the process is not finished. It is vital that the Bonferroni Correction is performed. Spatial data often violates one of the main assumptions of statistics, namely the independence of observation in a sample. The Bonferroni Correction is therefore necessary to compensate for this violation.
The general results therefore indicate hotspots that have not been corrected by the Bonferroni Correction and although these results might indicate possible trends, they do not take the limitations of spatial data into consideration and should therefore be viewed with caution but not completely ignored as they might indicate possible trends. The Bonferroni Correction yields accurate results on a 99% or 95% confidence interval and thus mitigates the limitations of the spatial data. In other words, the results can only truly be trusted once the Bonferroni Correction has been performed, since only then will the limitations of spatial data be accounted for.

The general results are discussed with the accurate results since these results might still indicate possible trends worth investigating, but when conclusions have to be made on results that have taken the violation of independence of observation within spatial data into account, the accurate results found after the Bonferroni Correction was performed needs to be used. These hotspots are indicated by blue margins in the results.

The Bonferroni Correction was done for each cancer type. It should be noted that only Acute Lymphoblastic Leukaemia; Hodgkin's Lymphoma; Burkitt's Lymphoma; Astrocytoma; Medulloblastoma and Retinoblastoma showed p-values smaller than 0.000039 (99% confidence interval). These are thus the only cancer types that showed hotspots on a 99% confidence interval after the Bonferroni Correction was performed. In the case of Glioma no p-values smaller than 0.000039 (99% confidence interval) were observed after the Bonferroni Correction, however p-values smaller than 0.000195 (95% confidence interval) were observed. The Bonferroni Correction therefore indicated hotspots for Glioma on a 95% confidence interval but not on a 99% confidence interval. The remaining cancer types namely, Acute Myeloid Leukaemia; Non-Hodgkin's Lymphoma; Hepatoblastoma; Kaposi Sarcoma; Neuroblastoma; Nephroblastoma and Osteosarcoma did not have any p-values smaller than 0.000039 (99% confidence interval) or 0.000195 (95% confidence interval) after the Bonferroni Correction was performed. These cancer types did not show any hotspots on a 99% or 95% confidence interval and therefore only had general results.
There were also coldspots indicated within the results. These coldspots indicated areas where there were significantly less cancer incidences than one would expect. These areas should however be viewed with caution since none of them were found to be significant on a 99% or 95% confidence interval after the Bonferroni Correction was performed. These areas should not be ignored as they might indicate areas were possible protective environmental factors against cancer could exist. It should however be noted that the most probable cause for these coldspots are the amount of underreported cancer incidences within these areas. Most of these coldspots were found in rural areas where it is likely that they were not reported.

4.3.2 General and accurate results discussed per cancer type.

4.3.2.1 Leukaemia

When the general result for Acute Lymphoblastic Leukaemia (in figure 4.1) is considered it is clear that there seems to be hotspots of Acute Lymphoblastic Leukaemia in the Western Cape, Gauteng and the western part of Northwest. There are also coldspots indicated in Kwa-Zulu Natal, the Eastern Cape and Limpopo. It is important to note that hotspots based on a 99% confidence interval were found for Acute Lymphoblastic Leukaemia in the Western Cape (figure 4.2). This should therefore be seen as a significant area on which research efforts can be focussed.

According to the literature review the possible environmental and other carcinogens linked to Leukaemia include; pesticide exposure; high altitudes; electromagnetic fields; ionizing radiation; high birth weight; and certain infections such as Varicella, Influenza and the Epstein-Bar Virus. It is therefore worth investigating whether any of these variables are present in this area and to what extent they might be influencing the development of Leukaemia The general result for Acute Myeloid Leukaemia indicated hotspots in the central part of the country, as well as coldspots in Kwa-Zulu Natal, the Eastern Cape and Northern Cape (as seen in figure 4.3). No hotspots were identified on a 99% or 95% confidence interval after the Bonferroni Correction was performed for this cancer type.
Figure 4.1: General result for Acute Lymphoblastic Leukaemia before the Bonferroni Correction was performed.

Figure 4.2: Accurate result on a 99% confidence interval for Acute Lymphoblastic Leukaemia after the Bonferroni Correction was performed.
4.3.2.2 Lymphoma

The general result for Hodgkin’s Lymphoma (figure 4.4) indicated hotspots in the southern part of the Northern Cape, the southern part of the Free State and the majority of Mpumalanga as well as coldspots in the Eastern Cape. The general result for Burkitt's Lymphoma indicated hotspots in the Western Cape and some areas in the Eastern Cape as well as coldspots in Kwa-Zulu Natal and Limpopo (as seen in figure 4.7). It is important to note that hotspots based on a 99% confidence interval were observed for Hodgkin's Lymphoma in the Mpumalanga province, as well as for Burkitt's Lymphoma in the Western Cape province (as seen in figures 4.5 and 4.8). These areas should therefore be seen as the most significant areas. The literature review revealed that the possible environmental carcinogens linked to Lymphoma include hot and wet areas; pesticide exposure; exposure to Trichloroethylene; climates related to higher altitudes; malarial infections and possible associations with the Epstein-Barr Virus and Helicobacter Pylori Virus.
It is therefore worth investigating whether any of these variables are present in the identified areas. The general result for Non-Hodgkin’s Lymphoma shows hotpots in the western part of the Northern Cape as well as coldspots in the Eastern Cape (as seen in figure 4.6). There was however no hotspots found on a 99% or 95% confidence interval for this cancer type after the Bonferroni Correction was performed.

Figure 4.4: General result for Hodgkin’s Lymphoma before the Bonferroni Correction was performed.
Figure 4.5: Accurate result for Hodgkin's Lymphoma after the Bonferroni Correction was performed on a 99% confidence interval.

Figure 4.6: General result for Non-Hodgkin's Lymphoma (No hotspots were found on a 99% or 95% confidence interval for this cancer type).
Figure 4.7: General result for Burkitt's Lymphoma before the Bonferroni Correction was performed.

Figure 4.8: Accurate result for Burkitt's Lymphoma after the Bonferroni Correction was performed on a 99% confidence interval.
4.3.2.3 Brain Tumours

The general result for Astrocytoma indicated hotspots in the Western Cape as well as coldspots in Kwa-Zulu Natal and Mpumalanga (figure 4.9). The general result for Medulloblastoma indicated hotspots in the Western Cape, with coldspots in the Eastern Cape and Limpopo (figure 4.11). The general result for Glioma also indicated hotspots in the Western Cape as well as in the eastern parts of the Northern Cape, the western parts of Northwest and the western parts of the Free State. The result indicated coldspots in parts of Mpumalanga and Limpopo (figure 4.13). Hotspots based on a 99% confidence interval were observed for Astrocytoma and Medulloblastoma in the Western Cape (as seen in figure 4.10 and figure 4.12). These hotspots are of particular interest since the literature review revealed a strong relationship between brain cancer and vineyards. The Western Cape is well known for its vineyards and the fact that hotspots for both Astrocytoma and Medulloblastoma were found in this area justifies further investigation.

In the case of Glioma there were no hotspots found on a 99% confidence interval after the Bonferroni Correction was performed. There were however hotspots found on a 95% confidence interval after the Bonferroni Correction was performed. These hotspots were found in the northern parts of the Northern Cape Province. These hotspots are again of particular interest when the literature review regarding brain cancer is considered. The literature review revealed that there is a possible relationship between asbestos exposure and the development of brain cancer. These hotspots are located in close proximately to the town of Kuruman which was previously known as an asbestos mining town. The area around Kuruman was extensively mined for asbestos before the use of asbestos was banned. These hotspots therefore indicate a possible link between asbestos exposure and the development of brain cancer within this area. According to the literature review brain cancer can also be facilitated by the exposure to pesticides; farm animals; wood preservatives; lead; mercury and electromagnetic fields. High birth weight was also found to significantly increase the chances of developing brain cancer. It is therefore
worth investigating whether any of these variables are present within the identified hotspot areas.

Figure 4.9: General result for Astrocytoma before the Bonferroni Correction was performed.

Figure 4.10: Accurate result for Astrocytoma on a 99% confidence interval after the Bonferroni Correction was performed.
Figure 4.11: General result for Medulloblastoma before the Bonferroni Correction was performed.

Figure 4.12: Accurate result for Medulloblastoma on a 99% confidence interval after the Bonferroni Correction was performed.
Figure 4.13: General result for Glioma before the Bonferroni Correction was performed.

Figure 4.14: Accurate result for Glioma on a 95% confidence interval after the Bonferroni Correction was performed. (No hotspots were found on a 99% confidence interval for Glioma after the Bonferroni Correction was performed.)
4.3.2.4 Hepatoblastoma

The general result for Hepatoblastoma indicated hotspots in the western part of Kwa-Zulu Natal, the eastern part of the Northern Cape and the central part of the Western Cape. According to the literature review the possible environmental factors that could contribute to the development of Hepatoblastoma include the inhalation of arsenic oxides; the exposure to Phthalate; prenatal tobacco smoking; alcohol consumption; obesity and the Hepatitis B Virus and Hepatitis C Virus. It is therefore worth investigating whether any of these variables are present within the identified hotspot areas. There were no hotspots found on a 99% or 95% confidence interval for Hepatoblastoma after the Bonferroni Correction was performed.

Figure 4.15: General result for Hepatoblastoma (No hotspots were found on a 99% or 95% confidence interval for Hepatoblastoma.)
4.3.2.5 Kaposi Sarcoma

The general result for Kaposi Sarcoma indicated hotspots in the Free State, Kwa-Zulu Natal and the Western Cape, as well as one coldspot in the northern part of Kwa-Zulu Natal (as seen in figure 4.16). There were no hotspots found on a 99% or 95% confidence interval after to Bonferroni Correction was performed for this cancer type. According to the literature review Kaposi Sarcoma seems to be higher in areas with widespread wetlands and fertile volcanic clay soils. Kaposi Sarcoma also seems to be present in areas where malaria is endemic. It is therefore worth investigating whether any of these factors are present within the identified hotspot areas.

Figure 4.16: General result for Kaposi Sarcoma (No hotspots were found on a 99% or 95% confidence interval for Kaposi Sarcoma.)
4.3.2.6 Neuroblastoma

The general result for Neuroblastoma indicated that there were hotspots in the central part of the Eastern Cape as well as the eastern part of the Northern Cape. The result also indicated coldspots in Limpopo, Kwa-Zulu Natal and the Eastern Cape (as seen in figure 4.17). There were no hotspots found on a 99% or 95% confidence interval for Neuroblastoma after the Bonferroni Correction was performed. According to the literature review the exposure to pesticides and Trichloroethylene significantly increases the likelihood of developing Neuroblastoma. The literature review also revealed that high birth weight significantly increases the chances of developing Neuroblastoma. It is therefore worth investigation whether any of these variables are present within the identified hotspot areas.

Figure 4.17: General result for Neuroblastoma (No hotspots were found on a 99% or 95% confidence interval for Neuroblastoma after the Bonferroni correction was performed.)
4.3.2.7 Nephroblastoma (Wilm’s Tumour)

The general result for Nephroblastoma revealed hotspots in the southern parts of Northwest, the northern parts of the Free State and the north western parts of the Northern Cape. The result also indicated coldspots in Limpopo and Kwa-Zulu Natal (as seen in figure 4.18). There were no hotspots found on a 99% or 95% confidence interval for Nephroblastoma after the Bonferroni Correction was performed. The literature review revealed that both pesticide exposure and Trichloroethylene exposure were associated with the development of Nephroblastoma. Nephroblastoma was also associated with the exposure to lead; cadmium and hydrocarbons. The literature review also revealed a particularly strong association between Nephroblastoma and paternal employment as a welder or mechanic. High birth weight was also found to be a significant contributor to the development of Nephroblastoma. It is therefore worth investigating whether any of these variables are present within the identified hotspot areas.

Figure 4.18: General result for Nephroblastoma (No hotspots were found on a 99% or 95% confidence interval for Nephroblastoma after the Bonferroni Correction was performed).
4.3.2.8 Osteosarcoma

The general result for Osteosarcoma indicated hotspots in the western parts of Northwest, as well as the western parts of the Western Cape. The result also indicated coldspots in the eastern parts of the Northern Cape as well as the central parts of Limpopo (as seen in figure 4.19). There were no hotspots identified on a 99% or 95% confidence interval for Osteosarcoma after the Bonferroni Correction was performed. The literature review revealed that there was a strong association between the development of Osteosarcoma and the treatment of previous cancers with radiation. It was also found that the exposure to pesticides and radium as well as the intake of fluoride increased the likelihood of developing Osteosarcoma. It is therefore worth investigating whether any of these factors are present within the identified hotspot areas.

Figure 4.19: General result for Osteosarcoma (No hotspots were found on a 99% or 95% confidence interval for Osteosarcoma after the Bonferroni Correction was performed.)
4.3.2.9 Retinoblastoma

The general result for Retinoblastoma indicated hotspots in the northern parts of the Free State and in the central and eastern parts of the Northern Cape. The result also indicated coldspots in Kwa-Zulu Natal and the Eastern Cape (as seen in figure 4.20). The Bonferroni Correction revealed a hotspot based on a 99% confidence interval in the central part of the Northern Cape (as seen in figure 4.2). The literature review revealed that there was limited evidence of environmental factors contributing to the development of Retinoblastoma. Two of the possible factors that were associated with the development of Retinoblastoma included maternal use of multivitamin supplements and the Human Papilloma Virus.

Figure 4.20: General result for Retinoblastoma before the Bonferroni Correction was performed.
Figure 4.21: Accurate result for Retinoblastoma on a 99% confidence interval after the Bonferroni Correction was performed.
CHAPTER 5: CONCLUSION AND RECOMMENDATIONS

5.1 Conclusion

The main purpose of this dissertation was to develop and validate a methodology to scientifically identify spatial clusters (hotspots) of various cancer types within South Africa by using Esri GIS software. This purpose was achieved by identifying several spatial clusters of various cancer types within South Africa. The process was validated and its limitations identified and mitigated.

The central problem identified in this dissertation was the lack of quality within the cancer data used. It was determined that the South African cancer incidences for children under the age of 15 were probably significantly underreported. Various possible reasons for this problem were discussed and it was determined that the data was possibly not representative of the actual situation within South Africa. Cancer ratios per population were identified as the best method to use in order to determine where cancer clusters exist. It was found that this would be more scientific than simply using the amount of cancer incidences in a specific area, since this would cause biased results as one would expect to find more cancer incidences in areas where more people lived.

It was determined that census data would be needed in order to calculate these ratios according to the population of certain areas. The problem experienced in this regard was that the cancer data contained incidences from 1992 to 2008. Statistics South Africa was however only able to provide the census data for 1996, 2001 and the community survey of 2007. This limited the amount of incidences that could be used in the study to only those that occurred between 1996 and 2007. The incidences prior to 1996 and after 2007 were therefore not included in the study. It was determined that the census data prior to 1994 could not be converted to the 2005 local municipal boundaries (used in the study) because it was obtained in such a manner that prevented Statistics South Africa from converting it.
The census data that was obtained after 2007 was also not used since it was not yet available at the time of the study. It was determined that the local municipal boundaries were the best classification to use in order to determine the locations of the hotspots. A significant percentage of the data lacked sufficient geographic information which made plotting it on a smaller scale than the local municipal boundaries impossible since the exact location of each cancer incidence would then be needed. This study found that the local municipal boundaries tend to shift every few years between census counts but with the help of Statistics South Africa the 1996 and 2001 census data as well as the 2007 community survey data were converted to the local municipal boundaries as they were in 2005.

This made it possible to compare the population statistics of 1996, 2001 and 2007 because they all had identical geographical boundaries (2005 local municipal boundaries). The average population between the ages of 0 and 15 years for each municipal polygon (for the time period between 1996 and 2007) was then calculated. This average population statistic was then used together with the cancer incidence data of each municipal polygon (for the time period of 1996 to 2007) to determine the cancer ratio per population (0-15 years) for each cancer type and for each municipal polygon. This ratio was then used as the input for the Hotspot Analysis (Getis-Ord Gi*) Tool to determine where cancer clusters exist.

The GIS technology was found to be capable of determining scientifically significant clusters (hotspots) of cancer within South Africa. It was found that the GIS technology was not the problem but rather the quality of the cancer data within the South African Paediatric Tumour Registry. Before the quality of South Africa’s cancer data is not significantly improved a study like this one cannot truly be done since the results of such a study will always be based on questionable data no matter how scientific the methodology is. A study similar to this one based on high quality data could be truly invaluable in the fight against cancer. If one can identify were cancer occurs more often and one considers the known or suspected environmental and other factors that could facilitate the development of that cancer, one can truly start to determine or even predict were that cancer is likely to occur in the future. These environmental and other factors can then be mitigated and lives can be saved. In
order to save lives we first need to know what is causing the problem before we can fix it. The geographical location of cancers clusters (hotspots) can focus efforts to where it matters.

Although the quality of the cancer data used in this study is questionable it should be noted that it is still the best available data to use at this time and that it is still a sample representing cancer incidences in South Africa even if it is underreported. The results of the Hotspot Analysis (Getis-Ord Gi*) Tool should therefore not be completely ignored.

5.2 Recommendations

It is recommended that the low quality of South Africa’s cancer data be further investigated. Only with high quality data will high quality results be obtained and only with high quality results will one truly be able to make a difference.

It is recommended that the geographic location of each child diagnosed with cancer should always be noted in as much detail as possible. If future studies like this one is to succeed, this aspect of South Africa’s cancer data will have to be vastly improved since only 27% of the data used in this study had precise geographic information linked to the diagnosed patient. It is recommended that the latitude and longitude coordinates of each cancer patient’s residential location be noted rather than the physical address of the patient. This is particularly highly recommended in South Africa because there are many rural villages where no formal street addresses exist. Cancer incidences in these areas might therefore be missed. By using the latitude and longitude coordinates it will ensure that the data is highly accurate geographically. This will make it possible to plot each cancer case at its exact location.

This will enable a future study to conduct an analysis on a much smaller scale. The more accurate one can determine where hotspots are the more focussed one’s
efforts can be and the better the chances are that carcinogenic environmental factor will be identified. It is also recommended that the limitations of the GIS Tools used be understood and mitigated to ensure that the results produced are scientifically significant.
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