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With the ever increasing cost of experimental data and the ultimate decrease of project 

lifespan from design to implementation it has become the aerodynamicistôs main priority to 

design and model new ideas with precise accuracy. There is thus no room for discrepancies 

that arise between various computational fluid dynamic simulation packages. However, as 

we live in a realistic world these discrepancies do turn up from time to time, and it is the sole 

purpose of engineers to minimize and ultimately eliminate these discrepancies. 

In the field of CFD simulations the main discrepancies that give rise to never-ending 

headaches are those found when comparing the experimental drag to the drag predicted by 

simulation software implementing panel codes and the near-field method ï in other words 

the differences in drag predicted by the Squire-Young model, the near-field model and the 

far-field, also referred to as the ñwake rake modelò.  

One such example of differences between drag predicted by the Squire-Young model and 

the near-field model can be seen in Figure 1, Chapter 1 where two aerofoils were analysed 

at a Reynolds number of 1 million and a Mach number of 0. In Figure 1 it can clearly be 

seen that for the XFOIL simulation with 120 panels there is a clear distinction between the 

performance of the ST1 and OPT110 aerofoils. As for the Star-CCM+ simulation set-up with 

a fine mesh and the SST Ὧ  turbulence and the ‎ ,‫ ὙὩ transition model, the results 

show that both aerofoils have similar performance characteristics. One of the main reasons 

for these discrepancies can be ascribed to the over-sensitivity of the pressure drag 

component to the level of grid refinement used in the simulation. The reason why drag 

accuracy is sensitive to grid definition is because an inadequate grid at positions of high 

curvature means that the boundary layer in these portions of the model is not accurately 
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solved. These inaccuracies are then superimposed when the near-field method surface 

integrates these erroneously solved flow variables to find the profile drag.  

Historically the far-field methods implemented by experimentalists have hinted at a solution 

to solve this overdependence of drag on the level of grid refinement. This is because rather 

than using the locally solved flow variables that can be contaminated by spurious drag, the 

far-field method uses a momentum deficit at the far-downstream wake to calculate the total 

profile drag. Although this method potentially solves the discrepancies between the near-

field and far-field method, a concise procedure to implement the far-field method to a 

converged viscous unstructured grid study has not yet been developed. Thus the main 

theme of this thesis is to address the problem of discrepancies arising in the drag predicted 

by the near-field and far-field method. 

In this thesis reliable methods of far-field drag extraction from a 2-D viscous unstructured 

CFD study will be developed and validated. To validate the performance of the proposed far-

field methods against the performance of the panel code XFOIL and the near-field method of 

Star-CCM+, it was, in the first place, necessary to acquire reliable experimental data. The 

aerofoil data was acquired from the UIUC low-speed subsonic wind tunnel. Experiments 

were conducted in 1996, 1997 and 2002 respectively (Selig & McGranahan, 2003). The 

simulations for our own validation purposes were conducted between Reynolds numbers of 

400 000 and 500 000 and can be regarded as low Reynolds number simulations. The 

aerofoils used in this thesis were the E231, S834 and FX 63-137 profiles designed for small 

wind turbine applications. As a first objective the performance of XFOIL was validated with 

regard to the UIUC low-speed subsonic wind tunnel experimental data for the three above 

mentioned aerofoils. This was done in two phases: 

I. The first was to analyse the reliability of the standard XFOIL simulation against our 

benchmark wind tunnel data. 

II. The second was to confirm the performance of a new proposed geometry 

importation method, aimed to rectify the problem of XFOIL to over predict lift and 

under predict drag in high separation areas. 

The results of the XFOIL validation phase carried out in preparation for this thesis are 

discussed in Chapter 3, and the newly proposed method of geometry importation to non-

linearly cluster aerofoil panel nodes more densely in areas of high interest, appear in 

Appendix B.  
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The main objective of this thesis is to report on the development, implementation and 

validation of various far-field drag extraction methods incorporated into a converged 

unstructured grid CFD simulation. Chapter 4 deals with the development and Chapter 5 

with the implementation of these far-field drag extraction methods. Tables 22, 27 and 30 

Chapter 5 show some promising results in favour of the proposed far-field method above the 

near-field method for drag calculation. In these tables the maximum drag count error (for 

angle of attack range simulated) of the near-field and various far-field methods are displayed 

with regard to experimental data.  

The reason why the various proposed far-field methods of drag prediction exhibit such a 

significant improvement over the accuracy of the drag prediction of the near-field method is 

due to a reduced sensitivity to spurious drag. In the cases investigated the far-field method 

has a reduced sensitivity to the mesh refinement in areas of high curvature. For this reason 

the validity of the pressure drag calculation is conserved to a higher degree. As artificial 

spurious drag is implicitly added to the pressure drag term of the near-field method, it can 

clearly be seen from the figures  in Chapter 5 and Chapter 6 that the far-field drag 

extraction yields profile drag values lower than the near-field method, and are ultimately 

closer to the experimental values. 

Keywords: computational fluid dynamics, panel codes, near-field drag, far-field drag, Squire-

Young model, wake-rake, boundary layer, Treffz plane analysis, pressure drag, drag 

extraction 
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NOMENCLATURE  

Symbols 

Cl airfoil lift coefficient  

Cd airfoil drag coefficient 

Cf skin friction coefficient 

Cp pressure coefficient 

Re Reynolds number based on airfoil chord 

ɟ density 

ɛ dynamic viscosity 

q local dynamic pressure 

u,v,w mean velocity components in x,y,z directions,respectively  

y+ dimensionless wall distance 

ŭ1  Displacement thickness 

ŭ2  Momentum thickness 

Yw Wake width 

Abbreviations 

LE Leading Edge 

TE Trailing Edge 

CFD Computational Fluid Dynamics 
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 1.1. INTRODUCTION 

A constant eagerness exists for aerodynamicists to investigate, understand and predict the 

behaviour and nature of flow in the near vicinity of the body of an aerofoil. This ensures that 

the conceptual design phase will provide accurate performance information regarding the 

newly designed body. Various mathematical models have been derived and, to a certain 

extent, validated for the prediction of laminar and turbulent flow patterns with empirical and 

semi-empirical corrections for a variety of complex flow properties. These complex flow 

properties include, but are not limited to, laminar/turbulent transition zones, existence of 

laminar separation bubbles and viscous/inviscid flow effects (Cummings, Morton, Mason, & 

McDaniel, 2015). With the ever increasing cost of experimental data, computational methods 

have begun to displace wind tunnel testing in various areas of the design phase. 

In the preliminary design phase computational codes such as vortex panel methods, vortex 

lattice methods and full-potential CFD codes are used to determine the aerodynamic 

performance of an aerodynamic body in fluid motion. The two workhorses of the 

aerodynamic design phase consist of the vortex panel code XFOIL and the full potential 

CFD codes of ANSYS FLUENT, Star-CCM+ and OpenFoam (TickTutor, 2018). Although 

both CFD codes and panel methods have shown success in the field of aerodynamics the 

methods of drag prediction in these codes differ fundamentally. 

These differences in computational method have led to discrepancies in the prediction of 

total profile drag of an aerodynamic body. One such example of differences between drag 

predicted by XFOIL and Star-CCM+ can be seen in Figure 1 where two aerofoils were 

analysed at a Reynolds number of 1 million and a Mach number of 0. In Figure 1 it can 

clearly be seen that for the XFOIL simulation with 120 panels there is a clear distinction 

between the performance of the ST1 and OPT110 aerofoils. As for the Star-CCM+ 

simulation set-up with a fine mesh and the ‎ ὙὩ transition model, the results show that 

both aerofoils have similar performance characteristics. 
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Figure 1: Discrepancies for CFD and XFOIL prediction (left); ST1 & OPT110 profile comparison (right) 

As an introduction to address these discrepancies, the differences between the methods of 

drag computation of XFOIL and classical CFD codes will briefly be discussed. 

In XFOIL the drag coefficient is obtained by applying the Squire-Young model to the last 

point in the wake. In effect the Squire-Young formula uses the momentum deficit at the 

trailing edge to extrapolate for the momentum deficit at downstream infinity where the wake 

is stabilized. This means the extrapolated momentum deficit represents the drag that would 

be calculated with a control-volume momentum balance around the aerofoil (Coder & 

Maughmer, 2015).  

As opposed to the Squire-Young method of drag calculation, traditional CFD codes use the 

near-field method to determine the drag of an aerodynamic body. The near-field method 

typically consists of surface integration of the pressure and friction stresses exerted on the 

aerodynamic body. Through the years of design and simulation via the near-field method it 

was noted that this method yielded very high accuracy lift coefficient predictions. However, 

the drag coefficients predicted by this method lagged in terms of accuracy. This is true due 

to the fact that lift coefficients are typically in the order of 15 to 25 times that of the drag 

coefficient. This means discretization and truncation errors arising from inadequate grid 

definition have smaller effects on the lift prediction than on the drag prediction. Counter 

intuitively, this means the accuracy of the near-field method for drag determination tends to 

decay as a result of inadequate grid and geometry specification (Snyder, 2012). One of the 

main reasons why drag accuracy is sensitive to grid definition is because an inadequate grid 

at positions of high curvature means that the boundary layer in these portions of the model is 

not accurately solved. These inaccuracies are then superimposed when the near-field 

method surface integrates these erroneously solved flow variables to find the profile drag. 
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With clear differences between the drag predicted by XFOIL and Star-CCM+ it will be 

necessary to study yet another model of drag prediction in order to establish which model, 

XFOIL or Star-CCM+, yields the highest accuracy predictions (Snyder, 2012).  

The third model that will be studied is that of the far-field method as typically employed by 

early wind tunnel experimentalists. This method has, over the years, proven to be highly 

reliable, but to date has not been implemented into commercial simulation software. 

The far-field method (also known as the wake-integral method) of drag computation consists 

of calculating the drag of an aerodynamic body by integrating over the Trefftz plane. The 

Trefftz plane is an arbitrary cross flow plane placed in the wake of the aerodynamic body 

(Karamcheti., 1980). Because the wake-integral method uses integration of flow variables 

over the Trefftz plane, the numerical noise as a result of the misdirection of projected 

pressures or internal cancellation of pressures very close in magnitude is avoided. This 

leads to reduced artificial drag build up as simulation iteration progresses (Snyder, 2012). 

Not only does the wake-integral method reduce the presence of spurious drag or artificial 

drag, but it also gives a physical rather than a mechanical breakdown of the various drag 

sources, i.e. wave drag and viscous drag (Cummings, 1996). Thus far only limited research 

has been done on the application of the Squire-Young model and wake-rake analysis 

methods to determine drag using the flow variable outputs from a converged viscous CFD 

solution. 

1.2. PROBLEM STATEMENT  

Although panel methods and CFD codes have been used successfully in the design and 

optimization of aerofoils, variance still exists in the prediction of aerofoil performance as 

calculated by these two methods. These variances in prediction accuracy between the two 

codes become more adverse where separation in the flow regime dominates for instance at 

stall conditions. The disagreement or conflict between the drag predictions made by CFD 

codes and panel methods are a result of the different mathematical models deployed in the 

respective methods. 

 All the methods of drag prediction known to date can either be classified as near-field or far-

field methods. The near-field method has gained traction in the world of commercial CFD 

application and is deployed in the majority commercial CFD codes to predict the lift and drag 

coefficient of an aerodynamic body.  
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Although accurate, the near-field method tends to be overly sensitive to grid definition and 

yields artificial drag known as spurious drag. This artificial drag term stems from the 

numerical dissipation of CFD simulations caused by the discretizing schemes deployed to 

yield stable numerical performance as the iterative solution of the flow field commences. 

Various studies have shown that the implementation of the far-field method for drag 

calculation reduces or eliminates the presence of spurious drag. These studies are found in 

the appendices and form the basis of how the far-field models portrayed in this thesis are 

implemented. Far-field methods such as wind tunnel wake survey and the Squire-Young 

model have reduced sensitivity to the far-field boundary treatment of the domain and hence 

lower errors are introduced at the LE stagnation point. Since errors in the LE stagnation 

point mainly manifest in the pressure drag component, the total profile drag computed by 

near-field methods tends to be overestimated. This phenomenon will thus be greatly 

reduced by the far-field method of drag calculation and, overall, a more accurate prediction 

of the profile drag component will be the result. 

 Additional problems that arise with CFD codes are the vast number of iterations and the 

computing time required to solve for the potential flow field. It is known that an explicitly 

defined grid must be adequately defined in the regions of interest during the simulation 

whilst adhering to wall treatment conditions. The simulation accuracy of the near-field 

method is directly proportional to the refinement of the mesh. Also, the computational time to 

solve the potential flow Navier-Stokes equation is proportional to the refinement of the mesh; 

therefore an extremely fine mesh will render the effects of spurious drag negligible, but will 

also increase the computational time.  

Thus, to ensure the conceptual design phase is cost-effective, a method to identify areas of 

spurious drag production must be developed. The far-field methods such as the wake-survey 

methods for wind tunnels or the Squire-Young model of wake analysis for drag extraction 

provides the advantage of using a coarser mesh to arrive at more accurate force predictions. 

Additionally, these far-field methods also carry the property of identifying the regions of 

spurious drag production, and this may assist design engineers to evaluate the feasibility of 

the grid definition. 

An algorithm to apply far-field methods to a CFD study for drag extraction therefore needs to 

be developed. To date much research has been done on developing research-codes which 

can determine drag from an inviscid Euler simulation, as this method captures the freely 

deforming wake. Inviscid Euler simulations are, however, computationally expensive and 
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inviscid of nature and therefore viscous corrections must be made to arrive at a feasible 

solution.  

Thus the advantage of applying a far-field drag computation directly to a converged CFD 

solution is that no additional computational effort is added to the simulation as the wake is 

identified explicitly via mathematical models rather than implicitly as in the case of the Euler 

simulation. Also, seeing that stand-alone CFD software like Ansys Fluent and Star-CCM+ 

incorporate transitional viscous models, the far-field method can extract drag from 

simulations representing real-world scenarios rather than using correction factors to 

supplement the draw back of an inviscid Euler simulation (Snyder, 2012). 

1.3. RESEARCH OBJECTIVE S 

The following are the primary objectives of this research thesis: 

¶ Investigate and evaluate the precision of the Squire-Young model as implemented in 

XFOIL. The XFOIL simulation results will be compared to the benchmark wind tunnel 

results identified. 

¶ Develop a method for applying far-field drag extraction to a viscous two-dimensional 

unstructured CFD simulation.  

¶ Develop a method for applying the Squire-Young model for drag extraction to a 

viscous two-dimensional unstructured CFD simulation.  

¶ Investigate the pressure drag and artificial spurious drag calculation errors in CFD. 

¶ Quantify the production of spurious drag in a viscous two-dimensional unstructured 

CFD simulation. 

¶ Improve lift coefficient predictions of XFOIL in regions with adverse separation. 

¶ Investigate the solution sensitivity to grid refinement of near-field, far-field and 

Squire-Young models. 

1.4. RESEARCH APPROACH AN D METHODOLOGY 

I. To develop a far-field algorithm to be implemented in a CFD simulation, the basis of the 

formulation which includes the assumptions made during the derivations of the model must 
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first be understood. Therefore it is of utmost importance to, in the first instance, study the 

models and derivations of the Squire-Young and wake survey methods of drag prediction. It 

is also important for the successful implementation of the far-field methods in CFD that the 

concepts of numerical dissipation, discretization errors and grid sensitivity of the near-field 

method are clearly understood. For this reason separate attention will be given in the 

literature review to each of these phenomena.  

II. XFOIL has the ever-present property to over predict the lift coefficient and to under predict 

the drag coefficient as the AOA increases. Thus, as a sub-category of the study, a method 

was developed to counter this effect in order to yield the highest possible accurate solution 

from XFOIL. This method can be viewed in the Appendices. 

III. With an in-depth understanding and possible improvement of XFOIL predictions in low Re 

range, its use for three aerofoils will be validated. These aerofoils will serve as the basis for 

the research presented in this thesis, as all calculations will be validated with the wind tunnel 

data available for these specific aerofoils. 

IV. A method will then be developed to apply the momentum thickness integral, Squire-

Young model and wake survey methods to an unstructured 2-d viscous simulation of the 

three abovementioned aerofoils. The findings will be validated against the experimental data 

of the three aerofoils. 

V. Finally, the best far-field, near-field and XFOIL methods as chosen from the above 

sectionsô findings will be deployed in a case study to determine the discrepancies in force 

predictions between these methods and to establish which of the methods yields the highest 

accuracy predictions. 

1.5. THESIS DISPOSITION 

This thesis will comprise of 7 chapters, each building on the information and findings of the 

previous chapters. Chapter 1 will serve as an introduction and broad overview of near-field 

and far-field methods. This chapter will progressively lead onto the limitations and 

application of these methods. The research proposal and the motivation behind the thesis 

will also form part of this chapter. To ensure the fluidity of this thesis is maintained, the bulk 

of the far-field investigation simulations are placed in the appendices. Here studies can be 

found such as mesh size effect and Trefftz plane location effect on the accuracy of the far-
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field solution. It is important these findings be studied thoroughly to ensure chapter 4 to 6 are 

correctly interpreted. 

Chapter 2 will serve as a literature survey on the mathematical derivations and assumptions 

made in the near-field, far-field and Squire-Young models. The far-field literature survey will 

also include research on wind tunnel wake analyses methods and the correlation between 

wake momentum thickness and profile drag of an aerodynamic body. Moreover, this chapter 

will include literature on the formation and cause of formation of spurious drag in CFD 

simulations. The relation between spurious drag, pressure drag errors, numerical dissipation 

and numerical discretization in the numerical schemes deployed in CFD will be examined. It 

is a well-known fact that it is difficult to declare which region of the wake is regarded as 

viscous in the CFD simulation. Therefore an investigation into methods to identify these 

regions in CFD solution will be conducted. This is important, because in the far-field methods 

of wake analysis only the viscous regions need to be integrated to arrive at accurate profile 

drag predictions. 

Chapter 3 will serve as a validation of both XFOIL accuracy and Squire-Young model 

accuracy for low Reynolds number flow. In this section a validation will be undertaken of the 

accuracy of XFOIL for three different aerofoil profiles with wind tunnel results from UIUC low-

speed subsonic wind tunnel conducted in 1996, 1997 and 2002 respectively (Selig & 

McGranahan, 2003). 

Chapter 4 contains the derivation and descriptions of the application of various far-field 

methods to unstructured 2d viscous flow simulations. After the description of the far-field 

methods that are applied to CFD simulation, the attention will shift to the way in which the 

model predicts drag compared to traditional near-field methods. A special focus will be cast 

upon the grid sensitivity of the model and on the identification of spurious drag. The next part 

of the chapter deals with the evaluation and discussion of the differences in drag component 

predictions via the near-field and far-field methods.  

Chapter 5 is the section in which the developed far-field methods and classical near-field 

methods will be applied to the three aerofoils mentioned in Chapter 3. This will be done to 

establish which method yields the highest accurate solutions and reasons why the results 

acclaimed have the observed tendencies will be discussed. 

In Chapter 6 the most accurate CFD and panel code method will be used in a case study to 

determine the discrepancies between the force predictions made by XFOIL and Star-CCM+ 
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for two different aerofoils. This will ensure that the most accurate CFD and XFOIL methods 

are verified for the design and development phases of aerodynamic bodies. 

Chapter 7 summarises the thesis outcomes and elaborates upon the direction in which 

further research should be undertaken. 

#ÈÁÐÔÅÒ ςȡ ,ÉÔÅÒÁÔÕÒÅ ÒÅÖÉÅ× 

The main focus of this thesis is on two dimensional unstructured grid CFD simulations with 

laminar to turbulent transition. Moreover, the SST Ὧ turbulence model of Menter with the ‫ 

‎ ὙὩ transition model will be used (Menter et. al., 2006). Therefore the literature survey 

will firstly focus on the broad overview of the turbulence and transition models as derived by 

Menter and the applicability and accuracy thereof. Attention will also be given to previous 

research on quantifying differences between XFOIL, near-field and far-field simulations, as 

well as the models of drag prediction via the near-field, far-field and Squire-Young models. 

As Trefftz plane placement and numerical spurious drag is very sensitive to the numerical 

dissipation and discretization schemes used in CFD, a thorough literature survey will also be 

conducted on these subjects. In the far-field method of drag extraction the flow-variables are 

numerically integrated and thus the most applicable numerical integration methods need to 

be studied. Also, with the far-field drag extraction method a viscous region will be identified 

in the wake that needs to be integrated and therefore a literature survey will be undertaken 

on mathematical methods to identify the viscous wake region. 

2.1. PREVIOUS RESEARCH DONE IN NEAR-FIELD/FAR-FIELD DRAG ANALYSIS  

Research in the field of drag prediction has escalated due to the clear discrepancy between 

the predicted aerodynamic coefficients of panel methods and commercial CFD codes 

(Monsch, 2007). These studies mainly deal with the variations in drag coefficient predictions 

of the near-field method and the far-field method. Additionally, many researchers and 

commercial developers aim to quantify the existence of spurious drag, and ultimately reduce 

its existence. In the early 2000ôs a working group of members of the Applied Aerodynamics 

Technical Committee (AIAA) initiated the first drag prediction workshop or DPW (Vassberg, 

2008). The basis of the DPW was, and still is, to improve the accuracy of drag prediction 

from commercial and research CFD codes. Vos and Sanchi (2010) stated that the results to 

date stemming from the DPW clearly show that the uncertainty in the drag prediction of CFD 

codes is a result of the errors in the numerical and discretisation schemes deployed. They 
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followed up on this statement indicating that ñthe drag prediction workshops clearly showed 

that this was the major source of uncertainty in the results before other sources as 

turbulence and transition modellingò. Consequently, the need arises to study more accurate 

methods of drag predictions that are less reluctant to error due to grid definitions. 

One such study was led by Esquieu (2007) of ONERA. Esquieu used the ONERA code for   

drag extraction in a study of inviscid flow fields around the NACA0012 aerofoil to identify the 

spurious drag formation in a CFD solution. In this study Esquieu used a coarse, medium and 

fine structured mesh to identify the linkages between spurious drag production and its 

dependency on mesh quality, surface discretization and the influence of these parameters 

on the pressure drag. The drag calculation was done by the ONERA-elsa tool and the flow 

conditions simulated were transonic (MÐ = 0.77 and Ŭ = 0Ể). He found a large variation in 

pressure drag between the coarse and fine grid simulations (4.3 drag counts difference 

between the two meshing schemes). The work of Esquieu thus clearly indicated a high 

dependence of pressure drag formulation on the order of mesh used in the simulation. 

One limitation of the implementation of the far-field wake survey is the choice of Trefftz plane 

placement downstream of the aerodynamic body. If the downstream Trefftz plane is placed 

too far from the TE of the body in fluid motion the wake-integral will yield inaccurate drag 

predictions due to numerical diffusion (Snyder, 2012). Numerical diffusion of the wake is 

caused by the discretization of the flow field to introduce stability in the numerical solution. If 

the Trefftz plane is placed in a region where the wake strength is reduced due to the 

discretization scheme employed in the solution, then the wake integration will result in a 

smeared solution. 

Makota et al. (2011) describe the process of the far-field boundary entropy production as 

being contaminated by entropy oscillation due to the effects of numerical diffusion. In this 

study they deployed a grid convergence study where the cut-off or Trefftz plane was placed 

at 11 chords behind the TE of the aerodynamic body. It was found that at this position 

almost all spurious drag was removed from the solution for a coarse, medium and fine grid. 

In this instance the findings were that for all the grid cases simulated the error was in 2 drag 

counts of converged near-field solution. It was also noted that the solution of the far-field 

analysis converged more rapidly than the near-field solution with a lower dependency on 

grid refinement schemes. 

 Monsch (2007) used the far-field wake analysis method to predict the induced drag of a 

finite rectangular wing. In this study a second order Euler simulation was used to solve for 
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the flow field around a NACA0012 untwisted wing of AR = 6.7 with no flap deflections. The 

induced drag was extracted from the Euler simulation by employing a wake integral at the 

Trefftz plane. A comparison was then undertaken of the induced drag predicted by an in-

house developed lifting line code, a CFD near-field simulation, and the Trefftz plane 

analysis. In the event of the Euler code being a second order non-viscous solution, near 

wake and compressible flow corrections were applied to improve the accuracy of the 

induced drag prediction by wake survey. Monsch once again showed that for transonic 

simulations the location of the Trefftz plane is of cardinal importance due to the numerical 

dissipation of the wake in the downstream of the body in fluid motion. 

Yamakazi et al. (2005) used the far-field and mid-field method to decompose drag into 

profile, wave and induced drag components. The mid-field method originates from applying 

the Gaussian divergence theorem to the far-field definition. This method is often referred to 

as the volume integration process. By applying the mid-field method to a CFD study they 

were able to sub-divide the entropy drag into the drag components and visualize the 

generated position as well as the entropy drag strength in the flow-field. In their study the 

mid-field method was used on a viscous 2d structured mesh simulation. The far-field and 

near-field methods were applied on a 3d inviscid unstructured mesh simulation. It was found 

for both the inviscid 3d and viscous 2d cases that as the mesh became refined, a rapid 

decline in spurious drag was observed for the predicted drag values of the near-field, far-

field and mid-field methods.  

Thus far the attention was directed at the discrepancies between the drag prediction of the 

near-field, far-field and experimental methods. However, the same inconsistency referred to 

above is observed between the drag computed by the Squire-Young and the near-field 

methods. The Squire-Young equation is successfully implemented in the panel code of 

XFOIL. XFOIL makes use of a potential flow panel method in combination with an integral 

boundary layer formulation to evaluate the flow-field around an aerofoil. XFOIL being a panel 

code, panels are used to discretize the aerofoil surface for flow field calculation.  Morgado et 

al. (2016) deployed a study in XFOIL, evaluating solution sensitivity to number of panel 

nodes in order to describe the surface of the aerofoils. They found that more than 150 nodes 

did not yield a significant difference in the final calculated aerodynamic coefficients. They 

also studied the performance of XFOIL compared to the SST Ὧ turbulence model with ‫ 

the refurbished Ὧ Ὧὰtransition model of Ansys Fluent  ‫
®
. They concluded that for the 

low Reynolds number spectrum evaluated, the performance of XFOIL outperformed Ansys 

Fluent
® w.r.t the set benchmark. 
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 A similar study by Yavuz et al. (2016) was deployed to evaluate the accuracy of XFOIL and 

the SST Ὧ transition model of Ansys Fluent ‫
® 

in a
 
Reynolds number range of 3x105 - 

4x105. The aerofoil analysed was the SG6040 aerofoil specifically designed for horizontal 

axis wind turbines with small blades. The aerofoil has a maximum thickness of 16% and a 

maximum camber of 2.5%. The study found that as separation increased, XFOIL tended to 

overpredict the lift coefficient and under predict the drag coefficient, but high accuracy was 

found in the linear regions of AOA, i.e. 0-10 degrees. The concluding remarks, as 

summarised from the paper, were that for low Reynolds numbers XFOIL and CFD results 

are comparable with each other until stall angle.  

Coder & Maughmer (2010) conducted a study to compare theoretical methods for predicting 

aerofoil aerodynamic characteristics. In the study they compared the prediction accuracy of 

the panel code XFOIL and the Euler solver/integral boundary-layer method, MSES 3.05 with 

the PSU experimental results of the E 387 aerofoil at a Reynolds number of 300 000 

(Maughmer & Coder, 2010). As seen in the figure 2, both XFOIL and MSES have similar 

drag predictions and, as noted by the authors, typically within 10 drag counts of the 

experimental values. It can also be seen that in the linear range both methods accurately 

predict the pitching moment coefficients. This research paper once again illustrated that 

XFOIL is a powerful and very precise tool in the calculation of aerodynamic coefficients. 

                                                                                                         

Figure 2: Comparison of predicted and measured aerodynamic characteristics for the E 387 aerofoil, R = 300,000. 
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Coder & Maughmer (2015) studied the application of the Squire-Young equation for drag 

prediction from the flow-field variables calculated in a CFD solution. The study was not 

concerned with validating the accuracy of the Squire-Young method from CFD solutions to 

the experimental values, but rather endeavoured to evaluate the accuracy of the method 

with regard to the near-field solution as calculated by the commercial CFD code 

OVERFLOW 2.2f solver (Nichols & Buning, 2014). The findings of this study were that the 

profile drag computed in the low drag region via the CFD Squire-Young model were in a 2-

3% agreement with the near-field method of profile drag prediction from OVERFLOW. It was 

also found that solutions from the CFD Squire-Young method were insensitive to spurious 

drag that occurs due to far-field boundary conditions and numerical dissipation in the 

discretizing scheme. 

2.2. SST (MENTER)  ▓ ⱷ TURBULENCE MODEL  OVERVIEW 

The traditional Ὧ -turbulence model was problematic, due to over sensitivity to free ‫

stream and inlet conditions. In the mid 1990ôs Menter realized that the epsilon transport 

equation could be transformed to an omega transport equation by the implementation of a 

variable substitution (Menter, 1994). This transformed equation bore similarity to the 

standard Ὧ .model, but an additional non-conservative cross-diffusion term was added ‫ 

This term contained the dot product ɳËẗɳʖ (Steve Portal, 2016). The addition of this 

term in the omega transport equation results in the Ὧ model yielding identical results to ‫ 

the Ὧ ‐ model. 

The suggestion of adding a blending function which includes wall distance functions was 

proposed by Menter (2006). This blending function would then include the cross-diffusion 

term far from walls, but would exclude the cross-diffusion term near the wall. The result of 

using this blending function was that the Ὧ ‐ model in the far-field was now blended with a 

Ὧ model near the wall. The result of the blending function as proposed by Menter ‫ 

ensures that the Ὧ .model can be applied to practical flow simulations ‫ 

Menter (2006) went further in improving the Ὧ model by adding a modification to the ‫ 

linear constitutive equation. This modification is widely known as the shear-stress transport 

(SST)  Ὧ model. Whilst the SST Ὧ ‫ model is an improvement on the Ὧ ‫ ‐ model, the 

problem of the linear relationship between the Reynolds stresses and the mean strain rate to 

strongly under predict the anisotropy of turbulence still exists (Steve Portal, 2016). 
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The anisotropic behaviour of turbulence is compensated for by Star-CCM+ with non-linear 

constitutive relations such as the quadratic relation suggested by Spalart or the cubic 

relation formulated by Wallin and Johansson (Wallin, 2000). 

The SST Ὧ model has seen success in a wide application of uses, including the ‫ 

aerospace industry where there is a need to solve for viscous flow regimes with turbulent 

boundary layers. 

2.3. ♬ ╡▄Ᵽ TRANSITION MODEL OVERVIEW AND APPLICATION 

The detection of transition onset differs fundamentally in the application of its use. In 

aerodynamic flows the detection of transition is typically the result of flow instability. These 

instabilities are commonly related to the Tollmien-Schlichting waves or cross-flow instability 

where the growth of the instability leads to the nonlinear breakdown in turbulence. Transition 

detection in turbomachinary is commonly the result of bypass transition (Morkovin, 1969). 

Bypass transition is a result of high level turbulence imposed on the boundary layer as a 

result of the turbulence in the inlet-stream coming from the upstream blade rows. Yet 

another form of transition is the mechanism of separation induced transition (Mayle, 1996). 

Separation induced transition is a result of laminar boundary layer separation under strong 

pressure gradients, and transition develops within the shear-layer which may or may not 

reattach. 

Consequently it is difficult to detect transition with a generic code for such a wide range of 

applications. Menter et al. (2006) defined the main requirements for a fully CFD-compatible 

transition model as follows: 

I. Allow the calibrated prediction of the onset and the length of transition. 

II. Allow the inclusion of the different transition mechanisms. 

III. Avoid multiple solutions (same solution for initially laminar or turbulent boundary 

layer). 

IV.  Do not affect the underlying turbulence model in fully turbulent regimes. 

V.  Allow a robust integration with similar convergence as underlying turbulence model. 

 

The ‎ ὙὩ model was developed with these 5 points mentioned above in mind. In this 

model the transport equation for intermittency is used to trigger transition locally. The 

intermittency function is used to turn on the production term of turbulent kinetic energy 

downstream of the transition point in the boundary layer. In addition to the transport equation 

of intermittency, the second transport equation of the transition onset momentum-thickness 
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Reynolds number is solved. This captures the non-local influence of the turbulent intensity 

which changes as the turbulent kinetic energy in the free-stream decays (Menter et. al., 

2006). According to the authors of the model the ‎ ὙὩ model of transition detection is 

most suitable for transition detection for open flow simulations of low to medium Mach 

numbers and delivers accurate results for 2d and 3d unstructured grids.  

 

The ‎ ὙὩ model has since its development been used successfully to detect the onset of 

transition in aerodynamic flow simulations. Benini et al. (2011) investigated the capability of 

the ‎ ὙὩ model for predicting laminar/turbulent transition in the boundary layer of a 

supercritical airfoil. The study covered a fully transonic regime, i.e. Mach 0.3 ï 0.825. It was 

found that for low to medium Mach numbers the SST turbulence model with the  ‎ ὙὩ 

transition model accurately predicted the lift and drag coefficients and the onset of laminar to 

turbulent transition. It was also found that as the Mach number increases, the discrepancy in 

both the lift and drag coefficient predictions becomes larger. Also, the prediction of transition 

on both suction and pressure sides of the aerofoil were concluded to be in agreement with 

expected values. This was the case even if the correlation on the pressure distribution was 

less satisfactory. Figure 3 shows the findings of Benini et al. (2011); this figure displays the 

precision of the evaluated models to predict the pressure coefficient in the transonic 

regimes. 
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Figure 3: Simulation Cp VS Experimental Cp (Benini et al., 2011)  
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Gamboa (2010) applied CFD to calculate the flow around a wing sail aerofoil. He compared 

the simulation results of a NACA0015 aerofoil at a Reynolds number of two million with 

experimental results at four AOA (3, 5, 7 and 10 degrees). The turbulence models that were 

investigated were the Spallart-Allmaras (Standard), Ὧ ‐ (Standard and Low Re variant), 

Ὧ SST and ‎) ‫ ὙὩ variant) and the Reynolds Stress Turbulence models. In this study 

the numerical result of CL and CD was compared with the experimental results, and it was 

concluded that although all models predicted the lift coefficient to an expected degree of 

precision, the drag coefficient, with the exception of the ‎ ὙὩ model, could not be 

predicted with this expected degree of precision. Gamboa found that the ‎ ὙὩ transition 

model coupled with the standard SST turbulence model was the only model to accurately 

predict the lift as well as the drag coefficient. 

Mazharul et al. (2015) studied the ‎ ὙὩ transition model accuracy by using different 

correlations to calculate the two parameters required for the ‎ ὙὩ model solution. They 

analysed the NACA 4415 aerofoil for a low free-stream turbulence intensity of 0.03% and 

Reynolds number of 700 000 that would cause natural transition. The following correlations 

were used in the SST ‎ ὙὩ study: Sørensen (2009), Malan et al. (2009), Suluksna et al. 

(2009), Langtry and Menter (2009) and Tomac et al. (2013). 

The results were compared with experimental data as well as with XFOIL results. The 

turbulence model used was the Ὧ model. The results for angle of attack cases of -8 ‫ 

degrees, 0 degrees and 8 degrees can be seen in the following tables: 

 

 

 

 

 

Table 1: -8 degrees AOA results (Mazharul et al., 2015) 
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Table 2: 0 degrees AOA results (Mazharul et al 2015) 

 

 

 

 

 

 Table 3: 8 degrees AOA results (Mazharul et al., 2015) 

 

 

 

 

 

 

 

 

Figure 4: Cd VS AOA with Tomac et. al. (2013) correlations for ♬ ╡▄Ᵽ model 
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From Tables 1, 2 and 3 and figure 4 it is clear that the correlations of Tomac et al. and 

XFOIL show the best overall performance with the expected tendency of XFOIL to 

overestimate the lift coefficient and underestimate the drag coefficient in high separation 

zones. Figure 4 clearly demonstrates that for low Re numbers experimental drag results lie 

between the XFOIL and CFD predictions. 

2.4. PREVIOUS WORK ON CFD VS PANEL CODE ACCURA CY 

As this thesis is mainly concerned with Reynolds numbers between 400 000 ï 1 000 000 

(the region where XFOIL is most accurate), a literature survey will be conducted on the 

comparison between the performance of XFOIL and CFD for this low Reynolds number 

regime. This is important, because wind tunnel data is not always readily available and 

because the performances of newly developed far-field drag extraction tools has to be 

validated by a reliable source. Hence this part of the literature survey will focus on the 

validation of the use of XFOIL for low Reynolds numbers only.  

2.4.1. VALIDATON OF XFOIL USE FOR LOW RE NUMBERS 

Various studies have been undertaken to quantify the accuracy of panel codes and CFD 

codes. One of these studies was deployed by Parezanovic et al. (2008) of the University of 

Belgrade. They thoroughly investigated the accuracy of the lift, drag and moment coefficient 

predictions as done by XFOIL and FLUENTï the results were validated by wind tunnel test 

results (Parezanovic, 2008) .The XFOIL simulations presented in the paper were undertaken 

with 120 panels, and were obtained from Riso National Laboratory, Denmark (Bertagnolio, 

2001). They investigated the aerodynamic coefficients of the NACA 63(2)215, FFA-W3-211 

and the Aerospatiale A-aerofoil.  

In the case of the NACA 63(2)215 experimental data was obtained from the NASA low-

turbulence wind tunnel, and the XFOIL, FLUENT and wind tunnel turbulence intensity was 

0.07% (Parezanovic, Rasuo, & Adzic, 2005). In the case of FLUENT the fully turbulent Ὧ ‫ 

SST model was used with 11970 quadrilateral cells, of which 146 are on the surface of the 

aerofoil. For this specific NACA aerofoil the simulations and wind tunnel tests were 

undertaken in the linear region, i.e. where separation effects do not yet have a significant 

influence on the simulation performance. It was noted that both XFOIL and FLUENT predict 

the lift and moment coefficients accurately compared to the experimental results. FLUENT 

overpredicted the drag compared to experimental data and XFOIL simulation results. This 
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was ascribed to the fact that the entire boundary layer was simulated as turbulent with no 

laminar/turbulent transition effects accounted for.  

Subsequently, the FFA-W3-211 aerofoil was investigated in the linear region, this time with a 

turbulence intensity of 0.15%. The same Ὧ SST fully turbulent model was deployed in ‫ 

the FLUENT simulation, but due to the performance characteristics of the FFA-W3-221 

aerofoil in laminar/turbulent conditions both XFOIL and FLUENT simulations accurately 

predicted the drag and lift coefficients with regard to wind tunnel experiments. 

Finally the Aerospatial A-aerofoil was investigated at a turbulence intensity of 0.07%. Wind 

tunnel results were carried out at the ONERA/FAUGA (Haase, 1997). From the wind tunnel 

results the upper and lower surface transition position was measured, and this was set in the 

FLUENT simulation. With the transition positions now properly set, the XFOIL, FLUENT and 

wind tunnel test data was in close agreement in terms of the lift and drag coefficients. The 

research indicated that both XFOIL and FLUENT predictions where comparable in fluid flow 

regimes where no significant separation occurs (given the transition points are properly set 

in FLUENT). 

In a similar paper by Günel et al. (2016) the performance and accuracy of XFOIL and 

FLUENT aerodynamic coefficient prediction of the SG6040 aerofoil was compared to wind 

tunnel results (Günel, 2016). XFOIL and ANSYS FLUENT simulations were both set up at 

low Reynolds numbers, i.e. 3x105 and 4x105. In XFOIL 250 points were used to define the 

geometry of the aerofoil, and the number of calculation iterations was set to 100. The critical 

amplification factor was set to 9, the standard in XFOIL. In FLUENT the SST Ὧ transition ‫ 

turbulence model was used to solve for the boundary layer elements and the numerical 

convergence was controlled by monitoring the numerical error in the CFD solution. The 

boundary was set up as an O-ring domain (the external domain was set up with a 25 m 

diameter and the boundary was defined as a velocity inlet condition). A total of 42 layers 

were used to describe the boundary layer thickness with the first layer 0.005 m from the wall. 

The XFOIL and FLUENT simulations closely agreed with the experimental results. For the 

Reynolds number of 3x105 XFOIL predicted the lift coefficient more accurately that the 

FLUENT simulation with the wind tunnel results as reference. However, for a Reynolds 

number of 3x105 XFOIL under predicted the drag and in this case, FLUENT predicted the 

drag coefficient more accurately.  For the Reynolds number of 4x105 XFOIL over predicted 

the lift coefficient and here the accuracy of the FLUENT results triumphed over XFOIL (again 

with wind tunnel results as reference). For this Reynolds number XFOIL once again under 
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predicted the drag, and again, in the case of drag calculation, FLUENT predicted the drag 

coefficient more accurately. The reduced accuracy of XFOIL for the higher Reynolds number 

simulation was ascribed to the methods used in XFOILôs separation calculation and 

ultimately the limitations in the post-stall calculation methodology. Although XFOILôs 

accuracy decreased when the Reynolds number increased, the results were still feasibly 

comparable with the wind tunnel results and the authors concluded that XFOIL is a fast, 

accurate and powerful tool for aerofoil analysis. 

 

In mid-2009 M. Serdar Genç and Ünver Kaynak investigated the control of the laminar 

separation bubble over a NACA 2415 aerofoil at low transitional flow using blowing/suction 

(Serdar Genç, 2009). Wind tunnel test results for the NACA 2415 were acquired from the 

University of Bath and the University of TOBB ETU.  The Bath stall angle was at 12 degrees 

with a maximum lift coefficient of 1.33, whereas the TOBBE ETU results equated to a stall 

angle of 14 degrees and a maximum lift coefficient of 1.35 (Genç, 2008). The simulations to 

validate the wind tunnel results were done with XFOIL and FLUENT at a Reynolds number 

of 2x105.  

In the research of Genç and Kaynak the examination of various ANSYS FLUENT ï low 

Reynolds number turbulent, fully turbulent and transition models were deployed to quantify 

the accuracy of the eN-XFOIL method of transition detection. The study used the Ὧ ‐ RNG 

model and the low Reynolds number Ὧ model to predict the performance of the aerofoil ‫ 

under the fully turbulent boundary layer assumption. From this point onwards the Ὧ SST ‫ 

transition and k-kL-transition models were used in the simulation under the transport model ‫ 

assumption. All models yielded predictions within expected precision, with discrepancies in 

the model prediction accuracy as stall effects became more dominant. It was clear that the 

low Re number Ὧ and Ὧ ‫ SST transition models overpredicted and the fully turbulent ‫ 

Ὧ ‐ RNG model underpredicted the stall characteristics (Huang, 2004). 
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2.5. CFD NEAR-FIELD DRAG CALCULATION  

The near-field force calculation may be defined as the process where the force components 

acting on a body are numerically computed via surface integration of the stresses in the 

normal and tangential directions (Paparone & Tognaccini, 2002). 

To derive a simple expression for the near-field forces acting on a body, we consider an 

unpowered aircraft with steady state fluid flow at a free stream velocity of  ὠ . These 

assumptions imply that the external forces acting on the body are only due to the fluid flow. 

Thus the integral formulation of the momentum balance acting on a control volume ɱ 

surrounding the body equates to: 

                                                          ᷿ ”ὠᴆὠ ᴆȢὲᴆ ὴὲᴆ †ȢὲᴆὨὛ π                                          é(2.5.1) 

Where ”ȟὠᴆȟὴ ὥὲὨ †֞  specify the density, velocity vector, static pressure and the viscous 

tensor respectively. In this formulation S is the control surface bounded by the control 

volume  ɱ and ὲᴆ is the unit vector in the direction facing outwards from the control volume ɱȢ 

If we then decompose the surface into the components Ὓ Ὓ ᷾Ὓ  with Ὓ  

representing the body surface and Ὓ  representing the external surface bounding the 

control volume ɱ it is possible to formulate the integral of the forces acting on the body, 

according to Paparone & Tognaccini (2002), as: 

                            Ὂᴆ  ᷿ ”ὲᴆ †֞Ȣὲᴆ ὨὛ ᷿ ”ὠᴆὠ ᴆȢὲᴆ  ὴὲᴆ †ȢὲᴆὨὛ        é(2.5.2) 

Upon inspecting Equation 2.5.2 it is clear that the external forces acting on a body can be 

calculated by evaluating the integral of the stresses acting on the body surface for the near-

field method, or by evaluating the net momentum flux across the surface for the far-field 

method. The latter will be discussed in the following section. 

On the other hand, it is, also known that the near-field method of force calculation tends to 

yield inaccurate results even if the solution is locally accurate in terms of pressure and 

velocity profile predictions (Wang, Wang, Liu, & Jiang, 2018). This phenomenon can be 

ascribed to the presence of two factors, the first being the existence of numerical dissipation 

which sprouts from numerical noise in the approximated integral and gives rise to additional 

ñartificialò drag. To eliminate the existence of spurious drag the grid needs to be set infinitely 
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dense, but this is impractical as it would lead to infinitely prolonged calculation times (Ueno 

et. al., 2011). 

The second problem with using a near-field computation to approximate the external forces 

acting on a body, is that the near-field computation only accounts for the drag terms 

resulting from pressure and friction components. This means the production of spurious drag 

cannot be separated as it is implicitly added to these components.  

2.6. CFD FAR-FIELD DRAG CALCULATI ON 

The far-field analysis aims to eliminate or quantify the amount of artificial drag that 

accumulates in traditional CFD simulations. Spurious drag is dependent not only on the grid 

size, but also on the quality of the grid. Therefore a mere increase of grid size may decrease 

or increase the presence of spurious drag if a near-field analysis is utilized with an improper 

grid quality definition (Ueno et. al., 2011). The far-field approach typically yields more 

accurate drag coefficient predictions due to the following: 

I. A very precise approximation of the spurious drag count can be calculated (Destarac 

& van der Vooren, 2004). 

II. The drag production can accurately be visualized (Tognaccini, 2003). 

III. The quality of the grid can be visualized by visualizing the drag production (van der 

Vooren & Slooff, 1990). 

In this section of the literature review the historical development of far-field methods for drag 

prediction will be discussed,  I shall concentrate on the far-field formulations proposed by 

Betz, Jones, Oswatitsch, Maskell and Van der Vooren, focusing on the assumptions used 

and the domain of application of each method.  

Originally the far-field approach was inspired by Von Kármán. He suggested applying the 

conservation laws on a control volume surrounding an aerodynamic body. The work done on 

the aerodynamic body could thus be equivalently evaluated by integration in the fluid 

domain. This allowed for a phenomenological breakdown of the drag components. 
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2.6.1. BETZ FAR-FIELD FORMULATION 

In 1925 Betz was the first person to implement the far-field drag breakdown (Betz, 1925). His 

aim was to directly determine the profile drag of an aircraft from experimental 

measurements. He thus aimed to calculate drag from downstream wake measurements, 

though his formulation is only valid for incompressible flow measurements. In the formulation 

of Betz it is assumed that the velocity projected on the wake plane Sd is aligned with the 

free-stream velocity and that the variations in stagnation temperature are neglible: 

¶ ὺ ύ π 

¶ Ὕ Ὕ  

The resulting expression is as follows: 

                                Ὀ  ᷿ ὴὸ ὴ  ὨὛ ᷿ ό ό ςό ό όὨὛ
ͺ

                é 2.6.1. 

Where pt denotes the total pressure, ptÐ denotes the total pressure upstream of the body, 

and ułthe velocity of a potential flow which would be identical to the real flow outside the 

vortical region. Thus the second integral limits the vertical region. Betz argues that the 

second term is negligible, being of order magnitude 1/20 of the first term. 

2.6.2. JONES FAR-FIELD FORMULATION 

In 1936 Jones proposed another far-field method only valid for incompressible flows (Jones, 

1936). He makes use of more restrictive assumptions to eliminate the second integral of 

Betzôs formulation. He assumes homogeneous static pressure on the wake plane Sd and 

that this pressure is equal to the free-stream pressure. Jones also assumes that the wake 

projected velocity is aligned with the free-stream velocity: 

¶ ὴ  ὴ  

¶ ὺ ύ π 

The formulation of Jones only depends on the dynamic and static pressure for the 

calculation of the profile drag and can be expressed as: 

                                                      Ὀ ὴὨ ᷿ ςὴᶻ ὴz ρ ὴᶻ ὨὛ                            é 2.6.2 
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Where pd
* and p* are the dimensionless dynamic and static pressures respectively: 

 ὴᶻ  ὥὲὨ ὴᶻ  with the dynamic pressure being defined as ὴὨ ”ό ὴ ὴȢ 

Thus, the surface Sd can now be limited to the wake boundary of the stream tubes enclosing 

the body, the boundary layer and the wake. Jones advised that this formulation be applied to 

a wake defined close to the body trailing edge. He also observed that this formulation does 

not depend on the location of the wake plane except in an area he referred to as the dead 

zone. The ñdead zoneò refers to regions where pd
* becomes negative. 

2.6.3. OSWATITSCH FAR-FIELD FORMULATION 

By the end of the 1950ôs Oswatitsch developed a formulation to calculate profile drag via 

wake analysis which differs fundamentally from the formulations of Jones and Betz 

(Oswatitsch, 1956). Instead of assuming no transverse velocity on the wake plane, 

Oswatitsch used thermodynamic properties. In other words, he expressed the velocity and 

pressure as a function of thermodynamic variables H and s. He assumed isenthalpic flow 

and neglected second order terms to arrive at the following expression for total profile drag: 

                                                           Ὠ ᷿ ”όЎί ὨὛ                                            é 2.6.3 

This definition allows the avoidance of the restrictive assumptions of the wake plane. Meheut 

proved that the formulations of Betz, Jones and Oswatitsch are equivalent at first order 

(Méheut, 2006). 

2.6.4. MASKELL FAR-FIELD FORMULATION 

Maskell furthered the field of far-field drag prediction by proposing a formulation to account 

for the induced drag (Maskell, 1973). The method of Maskell calculates the expression of 

total drag accumulated using the definition of total pressure and conserves the cross 

component of the velocity vector. This expression bears strong resemblance to Betzôs 

formulation; however, in Maksells formulation a blocking velocity ub is introduced. This 

allows taking the blocking of the wind tunnel into account for the experimental case. The 

formulation of Maskell can be expressed as: 

                Ὀ  ᷿ ὴ ὴ ὨὛ  ᷿ ό ό ό ό ςό ό ὨὛ              é 2.6.4. 
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The expression for the induced drag is derived from the difference between the expression 

for total drag and the Maskell formulation of profile drag. An alternative expression as a 

function of the stream function ‪ , the velocity potential ‰, the axial vorticity ‒ , and 

the source term „  can be written as: 

                                            Ὀ  ”᷿ ὺ ύ ὨὛ  ”᷿ ‪‒ ‰„ὨὛ                  é 2.6.5 

Maskellôs expression for induced drag allows us to reduce the integration surface Sd to the 

downstream boundary of the stream tube enclosing the body, the boundary layer and the 

wake.  

All the formulations described up to this point were aimed at the calculation of drag from 

experimental results using wake surveys. The objective in focussing on the derivations of 

these methods was to ultimately obtain the most accurate results using the smallest wake 

measuring plane. With CFD solving the entire flow field in all domain positions, better suited 

methods needed to be developed to obtain accurate drag predictions via far-field 

approaches (Toubin, 2016). 

2.6.5. VAN DER VOOREN AND DESTARAC FAR-FIELD FORMULATION 

For the formulation of the far-field method of Van der Vooren and Destarac, please refer to 

Figure 5. The far-field equation is obtained by applying the conservation of the momentum 

and mass in a control volume V with boundaries Ὓ᷾Ὓ᷾Ὓ. The near-field and far-field 

definition can then be stated as: 

᷿ ὴ ὴ ὭȢὲ †Ȣὲ ὨὛ  ᷿ ὴό ό ήȢὲ ὴ ὴ ὭȢὲ †Ȣὲ ὨὛ
᷾

  2.6.6 

 

 

 

 

 

Figure 5: Control volume and boundaries  
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The assumptions that aim to break down the drag definition in its phenenological 

components are: 

¶ † π 

¶ ὠ ύ π 

¶ ὴ ὴ  

Free flow of vorticies is assumed, i.e. the case where only profile drag is exerted on the 

body. Therefore the flows on the wake plane SD far from the sources are such as described 

by the above assumptions. Under these assumptions the axial velocity defect ό ό  can be 

expressed as: 

                                          Ўό ό ρ
Ў

Ὡ
Ȣ
Ў

ρ ό                          é 2.6.7. 

The notation Ўό is linked to the notation uirr by the simple relation Ўό ό ό . The far-

field drag which is equal to the profile drag in the case of flow free vortices can now be 

derived with this assumption as: 

                                                                Ὀ    ᷿ ”ЎόήȢὲὨὛ                                          é 2.6.8. 

From here, the wake surface integral is transformed into a volume integral over the 

respective volumes Vw and Vv as can be observed in Figure 5. The assumptions are for 

inviscid flow outside the volumes Vw and Vv, and, applying the divergence theorem, the 

following integrals for wave drag and viscous drag respectively can be postulated: 

                                                                Ὀ  ᷿ Ȣɳ”Ўόή Ὠὠ                                  é 2.6.9. 

                                                               Ὀ  ᷿ Ȣɳ”Ўόή Ὠὠ                                    é 2.6.10 

Similarly, the induced drag can be expressed as a function of the near-field components: 

                  Ὀ   ᷿ Ȣɳ”ό ό  Ўόή ὴ ὴ Ὥ  † Ὠὠ Ὀ Ὀ
᷾

      é 2.6.11 

The above expression was formulated by using the vector property of: 
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                                                     Ὢ  ”ό ό ή ὴ ὴ Ὥ  †                         é 2.6.12 

                                                                                      ɳȢὪ π                                             é 2.6.13 

This means that the balance between the near-field drag and far-field drag is theoretically 

ensured. The balance between the near-field drag and the far-field drag for a three 

dimensional case can be expressed as: 

                                          Ὀ Ὀ Ὀ Ὀ Ὀ Ὀ Ὀ Ὀ                           é 2.6.14 

2.7. DRAG COMPUTATION VIA EXPERIMENTAL WAKE 

ANALYSIS  

The calculation of drag through wake analysis is widely implemented in wind tunnel 

experiments. The core of classic wind tunnel analysis through integrating wake rake 

methods comprises of a series of Pitot tubes stationed some distance from the TE of the 

aerodynamic body under scrutiny, which feeds into a single manifold to measure the 

averaged total pressure deficit in the wake of an aerofoil (Pifer & Bramesfeld, 2012). 

Recently Son and Centiner studied the principles of drag prediction in a near-wake of a 

circular cylinder with the use of mean velocity profiles. They also investigated the closest 

location where a wake survey would produce the highest order accuracy result (Son & 

Centiner, 2016). A breakthrough study by Dimotakis showed that it is indeed plausible to 

determine the drag coefficient from the use of mean velocity profiles and fluctuation terms 

(Dimotakis, 1977). The method described by Dimotakis is given as: 

                               ὧ  
ᶻ

᷿ ρ Ὠ  ᷿ Ὠ–
ᶻ

             é2.7.1 

Where όὥὲὨ ὺᴂ are the streamwise and cross-stream root mean square (RMS) velocities, h 

is the visualization height and ‏ᶻis the displacement thickness. Another variation for drag 

analysis of the wake of a cylinder was developed by Townsend and verified for the wake of a 

circular cylinder in an independent study by Antonia and Rajagopalan (Townsend, 1980) 

(Antonia & Rajagopalan, 1990). This variation is displayed in Equation 2.7.2: 

                                                     ὧ ς᷿ ρ Ὠ– ς᷿
 
Ὠ–                       é2.7.2 
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In Equation 2.7.2 we may define the first term as the momentum deficit, i.e. momentum 

thickness of the time averaged flow field and the second term is the contribution of the 

streamwise uô and cross-stream vô turbulent fluctuation. The momentum deficit term has 

proven its applicability to drag calculation in a region far from the TE where the static 

pressure is nearly recovered to its free-stream value. In the near-wake region the negative 

pressure gradient term needs to be accounted for and this is done with the implementation 

of the second term of Equation 2.7.2. However, the further away from the TE, the more the 

influence of the second term degrades and becomes negligible at approximately 30 

diameters from the cylinder (Antonia & Rajagopalan, 1990). 

Nevertheless, this thesis is only concerned with the calculation of profile drag of an aerofoil 

and thus the attention will henceforth be turned to the experimental methods used to 

determine profile drag. One such method is that of Pope et al. (1984).This method differs 

fundamentally from those described in Equation 2.7.1 and 2.7.2, since it uses wake width, 

free stream dynamic pressure and local dynamic pressure to estimate the drag of an aerofoil 

(Rae & Pope, 1984). The method can easily be implemented in CFD simulations because 

the integral is defined over the wake width. Figure 6 illustrates the derivation of this method : 

 

 

 

 

 

Figure 6: Control volume for derivation of Pope et al., profile drag formulation 

The model is derived by comparing the momentum of the air ahead of the aerofoil with 

momentum in the air behind the aerofoil. The assumption is that the walls are parallel and 

that the shear stress on the wind tunnel walls can be neglected. This is the base assumption 

for almost all derivations of two dimensional profile drag equations. It is clear that as the air 

travels over the aerofoil body it suffers momentum loss; this loss is equal to the profile drag 

and can be calculated as: 

                                                            Ὀ  Ḁ”ὠὨὥὠ ὠ                                          é 2.7.3 
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Where V0 is the initial airspeed at position A, V is the final air speed in the wake at position B 

and da is the wake area perpendicular to the free airstream. Hence: 

                                                              Ὀ  Ḁ ”ὠὠὨὥ  ”ὠὨὥ                               é 2.7.4. 

and 

                                                                     ὧ ςḀ                                            é 2.7.5 

It can also be stated that: 

                                                                             ὠ    ὥὲὨ ὠ                                         é 2.7.7. 

 

 and therefore the drag for unit chord length and area da = dy x 1 can be expressed as: 

                                                                       ὧ ς ᷿                                          é 2.7.8. 

which can be re-written in terms of wake length Yw,  free stream dynamic pressure qÐ, and 

local dynamic pressure q as: 

                                                                       ὅ ᷿ ή Ὠώ
Ȣ

Ȣ
                                      é 2.7.9. 

2.8. SQUIRE-YOUNG MODEL FOR DRAG PREDICTION 

Finally, another wake method that has proven to be very successful in far-field drag analysis 

will be discussed, namely the Squire-Young model. A recent paper published by Coder et al. 

(2015) investigates and validates the Squire-Young model numerically for profile drag 

prediction. Even though the authors only investigated the accuracy of the Squire-Young 

model for profile drag prediction with reference to CFD simulations rather than wind tunnel 

experiment results, the paper still lays the ground for further extension into this area. Coder 

et al. (2015), showed that the Squire-Young model predicts drag with 2-3% deviation from 

the near-field method results. Since no wind tunnel experiments are used for validation, the 

paper does not give insight into the case that the model of Squire-Young should outperform 

the classical CFD near-field method. The authors do, however, confirm that the model of 

Squire and Young is less sensitive to spurious drag that can arise due to the far-field 
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boundary condition, and therefore the possibility exists for this model to outperform CFD 

when calculating 2d inviscid or viscid profile drag. 

 As previously discussed, the Squire-Young model is in effect an extrapolation of the 

momentum deficit at the TE of an aerofoil to the deficit that would exist in a wake far down 

stream. This is argued with the assumption that the momentum thickness behaves 

asymptotically from the TE to downstream infinity. The Squire-Young formula for 

incompressible flow can be expressed as: 

                                                                   Ã ς
 
                                             é2.8.1 

with ɿ ÁÎÄ ɿ the momentum thickness and displacement thickness respectively, Ὗ  the 

local velocity at the trailing edge, UÐ the free stream velocity and HTE the shape factor at the 

trailing edge. If the Squire-Young model is scrutinized, we notice the resemblance of the first 

term to the momentum thickness expression, followed by the second term which is the 

extrapolation function of the momentum deficit from the TE to downstream infinity. To ensure 

the Squire-Young model is implementable in a CFD simulation, Coder and Maughmer (2015) 

formulated a closure relationship with the assumption of an isentropic process within the 

equivalent inviscid flowfield from a known state to the local conditions. In the absence of 

shock waves the far upstream conditions may be used to estimate the equivalent inviscid 

density: 

                                                                                ʍ   *                                                   é2.8.2 

With the closure relationship defined, the displacement thickness, momentum thickness and 

shape factor may now be defined as: 

                                                                     ɿ  ᷿ ρ ÄÙ                                               é2.8.3 

                                                                    ɿ  ᷿ ρ ÄÙ                                             é2.8.4 

                                                                   (
᷿  

᷿  
                                                      é2.8.5 
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2.9. PRESSURE AND SPURIOUS DRAG ERRORS 

The pressure drag component is a result of the imbalance between the pressure forces 

acting in the drag direction (ὅȢὲ π, and the suction forces acting in the thrust direction 

(ὅȢὲ π). Generally the suction is underestimated, leading to an overestimation of the 

pressure drag (Esquieu, 2007). Very small numerical deviations on the pressure distribution 

will have a large unwanted effect on the pressure drag distribution, which in the near-field 

method adds to the artificial drag component. Spurious drag is an artificial drag source which 

does not arise in experimental calculation and leads to an overestimation of the total drag. 

Spurious drag can be ascribed to the following reasons: 

ü Poor mesh discretization or quality of the mesh 

ü Numerical scheme errors and truncation errors inherent to CFD codes  

ü Far-field boundary condition setting 

The main problem with the near-field method is that it cannot distinguish spurious drag 

contributions to the physical drag contributions, because the numerical errors are implicitly 

contained in the aerodynamic variables used for integral calculation. The far-field method 

provides a method to decompose the physical drag contributions and identify and eliminate 

the production of spurious drag. By identifying the spurious drag via far-field integration, the 

aerodynamicist can use this parameter as a quantification method to justify the feasibility of 

the mesh used in the near-field solution. 

Esquieu (2007) investigated the production of spurious drag which leads to the 

overestimation of pressure drag. Part of this study was to investigate the drag prediction of 

the near-field and far-field method for an AS28 wing/body configuration. The simulation was 

done under transonic conditions with the structured ONERA-elsA code. Two meshes were 

used in this study, namely a structured fine mesh and a patched grid mesh. 

 

 

 

 

Figure 7: Fine and Patched Grids (Esquieu, 2007) 












































































































































































































































































