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Abstract [English]

In this study, the two-dimensional cutting stock problem (2DCSP) is considered. This is a problem that occurs in the cutting of a number of smaller rectangular pieces or items from a set of large stock rectangles. It is assumed that the set of large objects is sufficient to accommodate all the small items. A heuristic procedure is developed to solve the two-dimensional single stock-size cutting stock problem (2DSSSCSP). This is the special case where the large rectangles are all of the same size. The major objective is to minimize waste and the number of stock sheets utilized.

The heuristic procedures developed to solve the 2DSSSCSP are based on the generation of cutting pattern. The Wang algorithm and a specific commercial software package are made use of to generate these patterns. The commercial software was chosen from a set of commercial software packages available in the market. A combinatoric process is applied to generate sets of cutting patterns using the Wang algorithm and the commercial software. The generated cutting patterns are used to formulate an integer linear programming model which is solved using an optimization solver.

Empirical experimentation is carried out to test the heuristic procedures using data obtained from both small and real world application problem instances. The results obtained shows that the heuristic procedures developed produce good quality results for both small and real life problem instances. It is quite clear that the heuristic procedure developed to solve the 2DSSSCSP produces cutting patterns which are acceptable in terms of waste generated and may offer useful alternatives to approaches currently available.

Broadly stated, this study involves investigating available software (commercial) in order to assess, formulate and investigate methods to attempt to benchmark software systems and algorithms and to employ ways to enhance solutions obtained by using these software systems.
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Chapter 1: Introduction

1.1 Introduction

The cutting stock problem (CSP) is an optimization problem that has been extensively studied during the past 50 years. This problem involves identifying an efficient pattern when cutting small items from large ones in order to minimize waste or maximize profits. Such a problem mostly manifests itself in many mass production industries where large stock sheets or reels must be cut into smaller pieces; the stock material may be pulp and paper, steel, glass, or wood. This issue also emerges in other applications involving both cutting operations and situations unrelated to cutting, such as the multiprocessing of a batch of programs (Albano & Orsini, 1978:338). This problem is of great importance to the industry because of the economic incentive.

The CSP is considered an NP-hard problem in the sense that mathematically solving it to optimality is very difficult; thus any small improvement to the existing algorithms and heuristic solutions goes a long way towards solving the said problem (Bischoff & Wäschter, 1995:503).

1.2 Background, notation and models

The CSP represents a wide range of problems that can be classified by using the classification scheme which was originally developed by Dyckhoff (Dyckhoff, 1990:145). However his typology was not accepted as widely as desirable due to the fact that he provided a coding scheme that was not self explanatory from the view point of an international community of researchers. Wäschter (Wäschter et al., 2007:1109) later improved the original classification scheme. Their classification of the CSP divided it according to five characteristics. The characteristics outlined below will be explained in detail in the later paragraphs.

1. Dimensionality
   - One-dimensional (1D)
   - Two-dimensional (2D)
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2. Kind of assignment
   - Output (value) maximization
   - Input (value) minimization

3. Assortment of small items
   - Identical small items
   - Weakly heterogeneous assortment of small items
   - Strongly heterogeneous assortment of small items

4. Assortment of large items
   - One large object
   - Several large objects

5. Shape of small items
   - Regular items
   - Irregular items

The first characteristic is the dimensionality that coincides with that of the stock or large objects. Wässcher (Wässcher et al., 2007:1109), lists the types of dimensionality as being one, two, and three dimensional. An example of the 1D CSP is the cutting of cables, the 2D CSP is the cutting of glass and the 3D CSP is bin packing.

The second characteristic affecting the complexity of the problem refers to the kind of assignment. Two categories are used in this classification. The output (value) maximization is where a set of small items has to be assigned to a given set of large objects. In this instance, the set of large objects is not sufficient to accommodate all the small items and all the large objects are to be used. The other category is the input (value) minimization where a given set of small items is to be assigned to a set of large objects. In this case the set of large objects must be sufficient to accommodate all small items and all small items are to be assigned to a selection of large objects.

The third characteristic affecting the complexity of the problem is the assortment of small items. Three categories are used in this classification, the first being the case where all the small items are of the same shape and size, thus identical. The second category describes a weakly heterogeneous assortment where many small items are almost identical with respect
to shape and size. The third category is that of strongly heterogeneous assortment items where few small items are identical with respect to shape and size.

The fourth characteristic affecting the complexity of the problem is the assortment of large objects. Two categories are used in this classification. The first category is the case of a single large object type. The second category is that of several types of large objects. Examples for this characteristic are the single stock-size cutting stock problem (SSSCSP) and the multiple stock-size cutting stock problems (MSSCSP). According to the complexity of the solution process, solution processes normally attend to the problem in trying to optimize over just one large object. This constitutes the so-called trim-loss problem which is based on the output (value) maximization characteristic listed above. In order to satisfy a customer’s order in total, it is in general necessary that more than one large object be used and thus the optimization process spans more than one large object and the set of large objects may be according to characteristic four as described above, i.e. single stock-size or multiple stock-size. This would be a case of the input (value) minimization characteristic listed above.

The fifth characteristic that affects the complexity of the problem is the shape of the small items. In the case of the two and three-dimensional problems, analysts may distinguish between regular small items and irregular small items.

These characteristics can be associated in different combinations to characterize a given problem as it may suit the researcher or application. The characteristics considered in this research concentrate on the two-dimensional, input (value) minimization, weakly heterogeneous items, large single stock-size objects and regular shaped small items. This problem type is also known as the two-dimensional single stock-size cutting stock problem (2DSSSCSP). Using the term trim-loss (as mentioned above) will imply the special case when optimization involves just one large object based on the output (value) maximization characteristic.

Due to the complexity of this problem, many different optimization formulations and solution approaches are treated in the literature, depending on their dimensions, application field, special constraints and requirements (Macedo et al., 2010:991). Some of these will be discussed later on.
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1.3 Problem Statement

The ever increasing costs of raw material and the need to reduce production costs while at the same time maximizing profits make research into the CSP, and in the case of this study, the 2DSSSCSP of great relevance. Broadly stated, this study involves investigating available software (commercial or otherwise) in order to assess, formulate and investigate ways to try and benchmark software systems and algorithms and to employ ways to enhance solutions obtained by using these software systems.

1.4 Research methodology and objectives

Different types of research methods are followed and different objectives are strived for to address the set problem statement. These can be stated as follows:

- Study the two-dimensional single stock-size cutting stock problem (2DSSSCSP) and the associated trim-loss problem by reading articles and books in the field of cutting stock problems and concentrating on algorithms and heuristics for the 2DSSSCSP problem;
- Study the Wang algorithm and employ an implementation thereof to solve the trim-loss problem and also solve instances of the 2DSSSCSP;
- Investigate and assess some commercial software packages available to solve the 2DSSSCSP;
- Develop heuristic procedures based on integer linear programming models that can solve the 2DSSSCSP;
- Report on and interpret the findings from the selected software when used to conduct empirical experimentation in order to solve certain problems drawn from the literature and industry.

1.5 Organization of the dissertation

In this section, a description of the purpose of each chapter and its structure is furnished.
Chapter 1: Introduction

The first chapter discusses the problem statement, objectives of the study, methodology and the organization of the dissertation.

Chapter 2: Background and literature survey

This chapter gives an overview of the cutting stock problem and the 2DSSSCSP as well as of relevant literature.

Chapter 3: Overview of software packages and the Wang algorithm

This chapter provides an overview of some of the two-dimensional cutting stock commercial software systems available on the market as well as a discussion of the Wang algorithm. Empirical experimentation was undertaken to evaluate the software.

Chapter 4: Heuristic procedure

This chapter offers a detailed explanation of the heuristic procedures proposed for solving the 2DSSSCSP; the generation of cutting patterns in order to assist in solving the problem will be discussed.

Chapter 5: Integer linear programming approach and model illustration

In this chapter, the sets of cutting patterns generated in Chapter 4 will be used to formulate an integer linear programming model to solve the 2DSSSCSP.
Chapter 6: Empirical results

This chapter discusses the results obtained from the empirical experimentation performed in Chapter 5 by applying the heuristic procedure to both small and some real world application problems.

Chapter 7: Conclusion and further research

This chapter discusses the results obtained in terms of the aims and objectives of the study.
Chapter 2: Background and literature review

2.1 Introduction

This chapter gives an overview of existing literature considering the general cutting stock problem (CSP) introduced in Chapter 1. The purpose of this overview is to gain an understanding of the CSP and the importance of its applicability in the industry. The two-dimensional cutting stock problem (2DCSP) as a specialization of the CSP and the two-dimensional single stock-size cutting stock problem (2DSSSCSP) as a further specialization of the 2DCSP will also be discussed. Some other related fields of study within the CSP environment like the two-dimensional assortment cutting stock problem (2DACSP) are also discussed and some of the previous research done in these fields is given. The CSP is discussed in paragraph 2.2; the 2DCSP is discussed in paragraph 2.3; the 2DSSSCSP is discussed in paragraph 2.4 and the 2DACSP is discussed in paragraph 2.5.

2.2 Cutting stock problem (CSP)

The CSP is a problem that involves determining a set of cutting patterns which minimize or maximize an objective function (Dyson & Gregory, 1974:41-53) and at the same time satisfies a customer order. A saving on stock material cost is achieved when less stock material is utilized. The CSP is a hard problem to solve exactly and most of the procedures proposed in the literature are heuristic in nature (Yanasse et al., 1991:673). There is no common approach to solve different configurations (classes) of the problem (Elmaghraby et al., 2000).

When small items are being cut from large stock objects, the trim loss problem (paragraph 1.2) occurs which deals with the issue of how to cut a set of small items from a single large stock object in such a way that stock material wastage is minimized. During the cutting process, the stock material can rarely be exploited perfectly but some residual pieces or trim loss will be produced (Eroglu & Noche, 2004). These pieces or items are seen as useless for practical purposes because of their small size (Oberholzer, 2003:1) and they are discarded. In most cases many companies lose a lot of money from this loss since they paid a considerable amount of money to acquire the stock.
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A classification according to Wäscher (Wäscher et al., 2007:1109) was given in Chapter 1 whereby the CSP can be classified into different classes based on a set of five characteristics each supported by a number of categories. These categories constitute a certain way of specialization of the CSP and will be addressed as is necessary. The main specialization for this study is the 2DSSSCSP as mentioned in Chapter 1.

2.2.1 Solution method approaches for the cutting stock problem

Since most of the standard problems in this area are known to be NP-hard, there exist different classes of methods used in the literature for solving the CSP. One class is the exact algorithmic method and this type of method guarantees that the optimal solution for the problem is obtained. The major disadvantage of this method is the computational complexity which requires immense computational resources, especially with large problems and thus the development of new algorithms using these methods has been limited.

The most common class of solution methods is heuristic in nature. This type of method rarely finds the guaranteed optimal solution, but usually generates an acceptable solution faster. A heuristic solution is usually considered acceptable if the solution is close enough to the known or assumed optimal solution (Karelahti, 2002:8).

The other class of solution methods is the meta-heuristic methods. This type of method has a capability of not being trapped into local optima as might happen with other heuristic approaches and the solution process is often guided by some lower level heuristic (Karelahti, 2002:8).

The heuristic and meta-heuristic methods are discussed as given by Eroglu and Noche (Eroglu & Noche, 2004) and Karelahti (Karelahti, 2002:8) in paragraph 2.2.1.1 and paragraph 2.2.1.2 since they are the most commonly considered methods.

2.2.1.1. Heuristic methods

There are at least three heuristic methods for solving the CSP that has been identified in the literature (Eroglu & Noche, 2004).
Delay column generation technique: DCG
This technique splits the problem into two problems which is the primary and the secondary problem. The secondary problem is a subproblem depending on the dual values of the constraints of the primary problem in linear programming model solution processes. The idea is to find the solution with the minimum reduced cost in the secondary problem to generate new columns for the primary problem. This leads to a much smaller primary problem. This technique is very fast and generates only cutting patterns that lead to the optimal solution. The disadvantage with this technique is that it produces fractional solutions and the only possible objective function is the trim loss minimization.

Sequential heuristic procedure: SHP
This is a three-stage sequential heuristic. In the first stage, a width-cutting pattern is determined. Determining the stock size and the associated layout of the piece sizes to produce a good cutting pattern is the second stage. In the final stage, the number of times in which the generated cutting pattern will be used is determined. This technique is very fast and produces integer solutions and also allows multiple objectives to be considered. The disadvantage with this technique is that it may result in high trim loss values, especially in large problems.

Hybrid solution procedures.
The hybrid solution procedure is a combination of the linear programming based procedure, the SHP and other procedures. This technique produces integer solutions and combines the best parts of pure heuristics. The disadvantage with this technique is that it is much slower than pure heuristics.

2.2.1.2. Meta-heuristic methods
There are a number of available meta-heuristic methods for solving the CSP that have been identified in the literature. Some of them which are listed by Eroglu and Noche (Eroglu & Noche, 2004) and Karelhti (Karelhti, 2002:8) are discussed below:
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- **Tabu search**
  In this method, the iteration always proceeds to the best solution in the neighbourhood even though it could be worse than the current one. This reduces the likelihood of being trapped in local optima. This method produces high quality solutions but it is slower than the greedy randomized adaptive search procedure (GRASP) discussed next.

- **Greedy randomized adaptive search procedure (GRASP)**
  In this method, the algorithm has multi-starts and each GRASP iteration consists of two phases, a construction phase and a local search phase. A feasible solution is produced in the construction phase and a local optimum in the neighbourhood of the constructed solution is sought in the local search phase. This algorithm restarts searching from another better region of the search space as soon as a local optimum is found in order to escape the local minima. This method is very fast and produces reliable solutions.

- **Evolutionary approach (EA)**
  This type of algorithms does not depend on constructive or local search heuristics. Instead, this algorithm works by updating a set P of original solutions randomly generated. The solutions are represented by a vector of elements that resemble the genetic structure of a chromosome. The evolutionary approach consists of two types, the genetic algorithm and evolutionary programming. The difference between the two is that the genetic algorithm uses crossover as a primary operator and mutation as a secondary operator whereas evolutionary programming uses only mutation.

In an attempt to solve the different variations of CSPs, many solution approaches have been tried and tested in the literature. According to Elmaghraby (Elmaghraby et al., 2000) some of the approaches include the following.

- Linear programming approaches.
- Dynamic programming approaches.
- Heuristic approaches.
- Genetic algorithm approaches.
- Expert systems approach.

---
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Elmaghraby (Elmaghraby et al., 2000) introduced a new intelligent approach to solving the CSP using a hierarchical architecture and their overall architecture consists of four layers of intelligent tools and techniques. Figure 2.1 displays the hierarchical architecture adapted from Elmaghraby (Elmaghraby et al., 2000) and a discussion of each layer will follow.

Figure 2.1: Hierarchical architecture (Adapted from Elmaghraby et al. (2000))

- **Expert system**
  Expert systems solve difficult problems that require the use of expertise and experience. This is achieved by applying knowledge of the techniques, information, heuristics and problem solving techniques that human experts employ to solve such problems.

- **Genetic pattern generation**
  The generation of a cutting pattern depends on the order of handling the items, and the way of fitting these items into the sheet with respect to the sheet sizes and to other fitted items.

- **Linear programming for pattern selection**
  The solving of a CSP is done by first constructing suitable cutting patterns by enumeration. The best cutting patterns to be realized is determined using linear programming. This approach is followed to some extent in this study and will be discussed later on.
Tool set for computer implementation

This is the computer implementation of the developed algorithms. This is done by importing designs using DXF files generated from AutoCAD, Corel Draw, or other CAD programs. This is then handled through a user interface.

2.3 Two-dimensional cutting stock problem (2DCSP)

A very important variant of the CSP is the two-dimensional cutting stock problem (2DCSP). Based on the characteristics discussed in Chapter 1, the 2DCSP is a specialization of the CSP, but can also be specialized further when necessary. The 2DCSP deals with a set of small items that need to be cut from a large supply of rectangular stock sheets of given sizes. The major objective of this cutting is to minimize the amount of waste generated. The 2DCSP is a well studied optimization problem which occurs in many real world applications of business and industry. A lot of the articles available in the literature were published before the classification structure which was published by Wäscher (Wäscher et al., 2007:1109). This problem occurs mostly in the cutting of glass and paper.

2.3.1 Classifications of the 2DCSP

The 2DCSP can be classified according to the following diagram. Figure 2.2 illustrates a classification of the 2DCSP adapted from Suliman (Suliman, 2006:177).
The 2DCSP can be classified into the cutting of regular or irregular shapes (Suliman, 2006:177). In the irregular 2DCSP, the small items to be cut may take any shape whereas in the regular 2DCSP, the small items are of rectangular shapes. Only regular type of cutting will be considered in this research study.

The 2DCSP can take a guillotine cut type or a non-guillotine cut type. A guillotine cut type is one that requires that the rectangle be cut from one edge of the rectangle to the opposite edge. The resulting small items may then be treated separately and cut again, but again each is cut all the way through (Gilmore & Gomory, 1965:94-120). A non-guillotine cut type is one that does not need edge to edge cutting and there is no required order or sequence to cut them.

The guillotine cuts can also be made in successive stages. The cuts of the same stage are in the same direction. If an upper bound is introduced on the number of stages, then the cutting pattern is called staged or otherwise non-staged. The direction of cuts may either be horizontal or vertical. A vertical cut is one that is parallel to the width of the stock sheet whereas a horizontal cut is one that is parallel to the length of the stock sheet. The cut directions of any two adjacent stages must be perpendicular to each other (Macedo et al., 2010:991).
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Figure 2.3: Non-guillotine cut

Figure 2.3 displays an example of a possible non-guillotine cut type and the black blocks represent the waste generated by that cutting pattern. The non-guillotine cut type is mostly applicable to the cutting of paper.

Figure 2.4: Guillotine cut

Figure 2.4 displays an example of a possible guillotine cut type where the cuts are numbered in the order in which they could be made, although other sequences are obviously possible. The black blocks represent the waste generated by that cutting pattern. The guillotine cut type is mostly applied in the solving of 2DCSPs. Beasley (Beasley, 1985a:253) reports that one of the reasons for using this approach is that the vast majority of 2DCSPs met with in practice are guillotine cutting stock problem. This is due to the nature of the cutting machines employed.

The rectangular cutting can be further classified into oriented cutting, where the lengths of rectangles are aligned parallel to the length of the stock sheet, or non-oriented (Suliman, 2006:177) where the lengths of the rectangles can be aligned to the lengths or width of the stock sheet.

In many applications, non-oriented cutting is not allowed because of the constraints such as the patterns of the cloth or of the grain of the wood (Kenyon & Rémila, 2000:645). In some
instances, the oriented type of cutting allows no rotation of items and non-oriented type of cutting allows rotations.

The 2DCSP appears in a constrained and unconstrained form. In the constrained form, the most usual constraint is the one that restrict the maximum number of pieces or small items of each type to be cut. In the unconstrained form, there is no restriction on the maximum number of pieces of small items to be cut.

From these classification characteristics, problems can also be classified for instance a constrained 2DCSP would mean that there is a restriction on the number of pieces to be cut. Other classifications are also possible as can be seen in the following paragraph on research work reported.

2.3.2 Previous research on the 2DCSP

The 2DCSP usually appears in the process of cutting steel or glass plate into required small item sizes to minimize waste. Christofides and Withlock (Christofides & Whitlock, 1977:30) proposed a depth-first branch and bound algorithm for the solution of the two-dimensional constrained cutting stock problem. Their algorithm described limits the magnitude of the tree-search by deriving and imposing necessary conditions for the cutting pattern to be optimal and by using a dynamic programming procedure during the solution process. Their algorithm only considered guillotine cuts.

The guillotine cutting problem mostly occurs in the cutting of glass into required sizes and in the cutting of wood sheets to make furniture. Beasley (Beasley, 1985a:253) presented a number of algorithms, both heuristic and exact, based upon dynamic programming for unconstrained two-dimensional guillotine cutting. He used two types of restrictions and the first one was that it should only consider guillotine cuts and the second type was to limit the cutting that occurs to a number of stages. All the algorithms and empirical work presented showed that they were capable of dealing effectively with large problems.

Viswanathan and Bagchi (Viswanathan & Bagchi, 1993:768) presented a best-first search method for the constrained 2DCSP. The algorithm was used to cut only guillotine cuts by seeking an upper bound on the value of the best guillotine cutting pattern on the stock
rectangle that was constrained to include the required piece. Their algorithm guaranteed finding an optimal solution and the running time was very reasonable.

However Hifi (Hifi, 1997:727) proposed an improvement to the algorithm presented by Viswanathan and Bagchi (Viswanathan & Bagchi, 1993:768). His algorithm was able to develop better lower bounds and upper bounds by using the one-dimensional bounded knapsack problems and dynamic programming techniques. The results obtained from the algorithm were better than the results obtained from (Viswanathan & Bagchi, 1993:768).

Christofides and Hadjiconstantinou (Christofides & Hadjiconstantinou, 1993:21) presented a new tree-search algorithm for the solution of the 2DCSP and it can also be thought of as 2DCGCSP for the constrained guillotine cutting problem. Their algorithm limited the size of the tree search by using a tighter upper bound derived from a state space relaxation (SSR) of a dynamic programming formulation of the original problem. Their algorithm was tested on a number of standard problems from literature and some newly generated problems. The results obtained from that algorithm showed that the SSR performs reasonable well for 2DCGCSP of medium size.

Wang proposed an algorithm to handle the trim loss problem as mentioned previously and can be seen as a specialization of the 2DCSP. Since Wang’s approach will be used explicitly in this study, a discussion thereof follows later on. Daza (Daza et al., 1995:633) proposed an improvement for the Wang algorithm. The improvement was achieved by representing the problem through a graph which characterizes the whole solution domain. Due to the strong combinatorial component in the problem, the graph’s implicit generation was achieved by means of an implicit methodology.

Riehme (Riehme et al., 1996:543) proposed an algorithm for the two-stage guillotine cutting stock problem having extremely varying order demands. Their new approach considered a new relaxation problem which was used to build up two-stage guillotine cutting patterns which fulfil the most of the order demands. Then the remaining problem with the unfulfilled order demands was handled like an order with small demands.

Klempous (Klempous et al., 1996:323) presented a basic formulation and solution procedure for solving a particular large-scale 2DCSP at a furniture factory. Their formulation only
concentrated on cases in which both stock and ordered sizes were rectangular. Their mathematical model for optimization relied on the Gilmore and Gomory (Gilmore & Gomory, 1965:94-120) seminal approach. However that approach led to a large-scale, time consuming linear programming model that was extremely complex. To reduce the total time, they proposed an interactive procedure based on the forecasting of the criterion values. The user of the program can stop the calculation on the basis of the forecasted optimal value.

Hifi and Zissimopoulos (Hifi & Zissimopoulos, 1996:553) presented a recursive exact algorithm for the weighted 2DCSP. Their algorithm used dynamic programming procedures and one-dimensional knapsack problems to obtain efficient lower and upper bounds and important optimality criteria which permitted a significant branching cut in a recursive tree-search procedure. Their algorithm performed very well, especially for the large instance size for the weighted problem.

According to Fayard (Fayard et al., 1998:1270), the two-dimensional guillotine problem cannot be solved within a reasonable amount of time, and consequently heuristics must be used to solve large scale real world problems. They presented an efficient approach for large-scale two-dimensional guillotine cutting stock. In their approach, they included two extra restrictions and the first restriction was that all the items should have a fixed orientation, i.e. a piece of length $l$ and a width $w$ should be different from a piece of length $w$ and width $l$ (when $l \neq w$) and all applied cuts should be of guillotine cut.

Burke (Burke et al., 2003:655) presented a best-fit heuristic for the two-dimensional rectangular cutting stock problem. A placement algorithm was used that took a list of shapes that were sorted by increasing height or decreasing area and then applied a placement rule to each of these in turn. Their algorithm allowed for both non-guillotine and guillotine cuts and the items were allowed rotations of 90 degrees.

Hadjiconstantinou and Iori (Hadjiconstantinou & Iori, 2007:1150) proposed a hybrid genetic algorithm for the two-dimensional single large object placement problem. Their heuristic approach combined the use of greedy algorithms with genetic algorithms. The greedy algorithms were used to obtain initial solutions and the genetic algorithms were used for
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elitist theory, immigration and performing different crossover operators. Only non-guillotine cuts were considered in his approach.

Tiwari and Chakraborti (Tiwari & Chakraborti, 2006:384) presented a multi-objective optimization of a 2DCSP using genetic algorithms. The objective function in this problem was to minimize both the trim loss and the number of cuts to achieve the cutting process. They used a tree encoded multi-objective genetic algorithm to study both guillotine and non-guillotine cutting cases using a binary representation of the variables. That approach showed that globally optimum solutions were obtained.

Cui (Cui, 2007:943) proposed a simple block pattern for the unconstrained two-dimensional cutting problem. He used a recursive algorithm to generate the optimal simple block pattern. Only orthogonal solutions were considered and the small items were not rotated. His algorithm yielded a better material utilization than most of the common algorithms and computational time was very reasonable.

### 2.4 Two-dimensional single stock-size cutting stock problem (2DSSSCSP)

The two-dimensional single stock-size cutting stock problem (2DSSSCSP) is a special type of 2DCSP that involves assigning a given set of weakly heterogeneous small items to a set of same size large objects. The set of large objects are sufficient to accommodate all the small items. The major objective of this problem is to utilize the least number of large objects.

The 2DSSSCSP is classified under the single stock-size cutting stock problems as was classified in the classification scheme developed by Wäscher (Wäscher et al., 2007). The 2DSSSCSP used in this research is defined in the following paragraph:

- **Dimensionality**
  The proposed heuristic procedure is for solving the problem where only two-dimensional problems are considered.

- **Kind of assignment**
  The input (value) minimization where a given set of small items is to be assigned to a set of large objects will be used. In this case, the set of large objects is sufficient to accommodate all small items and all the small items are to be assigned.
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- Assortment of small items
  The weakly heterogeneous assortment case is where many small items are almost identical with respect to shape and size. The demand for each item type is relatively large.

- Assortment of large objects
  The set of large objects considered consists of identical elements and only objects of rectangular shape are considered.

- Shape of small items
  Regular rectangular items are considered in this study.

The 2DSSSCSP has been studied less compared to other 2DCSPs. The 2DSSSCSP was earlier solved by Gilmore and Gomory (Gilmore & Gomory, 1965:94-120) when they proposed a linear programming approach to solve the 2DCSP. The problem was formulated and solved as a linear programming problem, where the columns of the constraint matrix represented the different cutting patterns. They used a column generation approach to solve the problem since it was impossible to enumerate all the cutting patterns and the column generation approach was able to avoid generating all the cutting patterns. Their method is very efficient, but it is difficult to get the optimal solution due to the need of rounding the relaxed fractional solutions to integer solutions.

Most of the approaches proposed for solving the 2DCSPs require immense computational resources and He (He et al., 2009:116) proposed a Hybrid Meta-Heuristic (HMH) algorithm that utilizes little computational resources. Their algorithm combines a greedy algorithm with genetic algorithms to solve the one and 2DSSSSCSP. Their mixed heuristic algorithm was implemented using the C language and the final solution achieved a utilization ratio of more than 97%.

Macedo (Macedo et al., 2010:991) proposed a new model to solve exactly the 2DCSP with two stages and the guillotine cutting constraint. Reduction criteria were applied to reduce the size and symmetry of the model and a new family of cutting planes was derived together with a new lower bound. Some variants of the problem such as the rotation of items and the possibility of considering the horizontal or vertical orientation for the first cut were explored. A commercial software package IBM ILOG CPLEX was used to solve the problem.
2.5 Two-dimensional assortment cutting stock problem (2DACSP)

The two-dimensional assortment cutting stock problem (2DACSP) is another special type of the 2DCSP. Regardless of the type of material or materials stocked, virtually all manufacturing operations need to determine the amount and size of material to stock (Vasko & Wolf, 1994:281). Pentico (Pentico, 2008:295) defined the assortment or catalog problem as a scenario in which a given set of sizes or qualities of some product and their known or expected demands. The major problem is to define the subset of sizes to stock in order to minimize the storage costs and to enable good cutting patterns so as to minimize the total waste.

Because of storage or manufacturing limitations, economies of scale in production or storage, or the cost associated with holding different sizes in stock, a subset of sizes will be stocked and the demand for an un-stocked size are filled from a stocked size with an associated substitution cost (Pentico, 1988:324). The assortment problem arises in various industries such as the cutting of steel, paper, textile and transportation industries as they face the problem of choosing the best stock material to cut in order to meet customer requirements.

According to Beasley (Beasley, 1985b:297), given the sizes of the various types of stock rectangles that are available and details of the requirement for the small rectangular items, the problem is one of deciding the following:

- The appropriate type of stock rectangles to use (and how many of each type) and,
- The two-dimensional cutting pattern for each stock rectangle that is cut into smaller rectangular items.

According to Lin (Lin, 2006:175), the assortment problem has not been considered extensively in the literature and Baker (Baker, 1999:83) reports that most of the various assortment problems that appear in the literature have been solved using dynamic programming.
2.5.1 Previous research on 2DACSP

A number of approaches have been suggested to solve the 2DACSP and the techniques range from dynamic programming and linear programming to recursive procedures, artificial intelligence and heuristic solutions.

The early work done on the assortment problem assumed that the demands and proportional substitution cost function for a single problem are known in advance. Pentico (Pentico, 1974:286) introduced a model in which the demands were not known but which were subject to known independent probability distributions. Since he was dealing with probabilistic rather than known demand, there was a possibility that there will be some inventory at the end of time which will incur a holding charge per unit and the possibility that demand might exceed the available stock which in turn incurs a cost of each unit not supplied. He developed a model which simplified the problem by assuming that the demand for any size will be supplied only from the smallest possible stocked size and not from any larger available stocked size. Dynamic programming was used to solve this problem.

The major problem of the assortment problem was to determine the subset of sizes to stock and the substitution rules to follow to minimize all the relevant costs and thus Pentico (Pentico, 1988:324) addressed the discrete two-dimensional assortment problem by considering situations with concave production-inventory cost functions and substitution cost. His research was only limited to a consideration of problems for which the variable stocking cost were linear. He developed two simple heuristics and the first heuristic procedure involved two stages; (1) determining the size to stock and (2) determining the substitution to use. The second heuristic was developed to modify the solution obtained by the first heuristic. He used dynamic programming to solve the problem and his procedure did not perform well cost wise on problems with fixed charge cost function.

Yanasse (Yanasse et al., 1991:673) presented an algorithm for the 2DACSP in the wood industry where requirements have to be exactly met and the cuts are of guillotine type. Their heuristic procedure identified possible combinations of the board sizes from which all required panels could be cut and an enumeration scheme was used to generate the combinations in a non-decreasing order of area. The algorithm was tested with problems of
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varying sizes and the performance of the algorithm was good in terms of the quality of the solution but it was not so good with computational times.

Since most of the methods for solving the assortment problem were either unable to find an optimal solution or were being computationally inefficient for reaching an optimal solution, Li and Tsai (Li & Tsai, 2001:1245) proposed a new method which finds the optimal solution of the assortment problem by solving a few linear mixed 0-1 programs. Using fewer variables improved the computational efficiency. The numerical examples done in the model indicated that the method was able to find an optimal solution using less CPU time.

Alves and Valerio de Carvalho (Alves & Valerio de Carvalho, 2007:1) proposed an exact branch-and-price-and-cut algorithm to solve the assortment and trim loss minimization problem in a single stage. They used an integrated integer linear programming model to compute lower bounds at the nodes of the branch-and-bound tree and derived a robust branching scheme to find the integer optimal solution. A set of binary variables were used to determine whether a particular stock length is used or not. They were able to solve the problem efficiently and in a reasonable amount of time.

2.6 Summary

This chapter has given a short overview of the existing literature of the CSP and the 2DCSP. The 2DSSSCSP was discussed as well as the 2DACSP. Solution approaches that are available in the literature for solving the CSP were discussed. The next chapter gives an overview of some of the two-dimensional cutting stock software packages available in the market.
Chapter 3: Overview of commercial software packages and the Wang algorithm

3.1 Introduction

This chapter gives an overview of some of the two-dimensional cutting stock software packages available in the market. This will help in highlighting the differences among industry-oriented software packages presently available. Empirical experimentation will be conducted to test some of the commercial software packages using data from previous research papers. The results will be compared, and the package that produces better results will be used further in this research to generate cutting patterns. A discussion of the Wang algorithm and the greedy approach will be done.

These software packages and the implementation of the Wang algorithm will be used to gain experience in solving 2DSSSCSP instances. Additionally, the chosen software package and the Wang algorithm implementation will be used to generate different pools of cutting patterns. The cutting patterns in these pools can be employed in the formulation of integer linear programming models to solve the 2DSSSCSP. This will enable the evaluation of software systems in terms of their differences.

The overview of optimization software packages is done in paragraph 3.2 while the results of the empirical experimentation are given in paragraph 3.3. The analyses of results obtained from the experimentation are discussed in paragraph 3.4. The CUTLOGIC 2D software and Wang algorithm are discussed in paragraphs 3.5 and 3.7 respectively. The greedy approach is discussed in paragraph 3.6.

3.2 Two-dimensional cutting stock optimization software overview

Optimization software packages for 2DCSPs are tools used to produce the most efficient cutting patterns on several sheet material boards, taking into consideration technological and organizational parameters of production (Macedo et al., 2008). Optimized cutting is very fundamental for economic production of cut component pieces. This is very important since a small enhancement in the cutting patterns can result in major saving in material and
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considerable diminution in production costs. It is important to note that there are multiple commercial software packages available, many of which are not mentioned in this survey.

Macedo (Macedo et al., 2008) presented a detailed survey of software packages for the 2DCSP. Their comparison between the relevant software packages was based on some of the package main features. Table 3.1 displays the general information about the software packages they presented. It shows the commercial name of each software package, company that developed the product, company’s head office country, year of products commercialization and the website for the software.

Note that the software packages that were used in this research are the ones in bold letters. These packages were chosen because they were available to use for a certain period of time.

<table>
<thead>
<tr>
<th>Product Name</th>
<th>Company</th>
<th>Country</th>
<th>Year Introduced</th>
<th>URL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Astra R-Nesting</td>
<td>Technos Ltd</td>
<td>Russia</td>
<td>1999</td>
<td><a href="http://www.techno-sys.com/">http://www.techno-sys.com/</a></td>
</tr>
<tr>
<td>Optimik</td>
<td>RK Software</td>
<td>Slovakia</td>
<td>1999</td>
<td><a href="http://www.rksoft.sk/">http://www.rksoft.sk/</a></td>
</tr>
<tr>
<td>Real Cut 2D</td>
<td>Optimal Programs</td>
<td>USA, UK</td>
<td>2004</td>
<td><a href="http://www.optimalprograms.com/">http://www.optimalprograms.com/</a></td>
</tr>
<tr>
<td>Sheet Cutting Suit</td>
<td>XY Soft</td>
<td>USA</td>
<td>1999</td>
<td><a href="http://www.optimizecutter.com/">http://www.optimizecutter.com/</a></td>
</tr>
<tr>
<td>The Itemizer</td>
<td>R&amp;R DRUMMOND</td>
<td>USA</td>
<td>2002</td>
<td><a href="http://www.rrdrummond.com/">http://www.rrdrummond.com/</a></td>
</tr>
<tr>
<td>Cut Master 2D</td>
<td>Cutting Optimizer</td>
<td>Serbian</td>
<td>1999</td>
<td><a href="http://www.cutmaster2d.com/index.html">http://www.cutmaster2d.com/index.html</a></td>
</tr>
<tr>
<td>CUTLOGIC 2D</td>
<td>TMachines, s.r.o.</td>
<td>Slovakia</td>
<td>2003</td>
<td><a href="http://tmachines.com/CUTLOGIC%202D-2d.htm">http://tmachines.com/CUTLOGIC%202D-2d.htm</a></td>
</tr>
<tr>
<td>Cutting 3</td>
<td>Cutting Home</td>
<td>Russia</td>
<td>2007</td>
<td><a href="http://www.cuttinghome.com/index.html">http://www.cuttinghome.com/index.html</a></td>
</tr>
</tbody>
</table>
Table 3.1: General information (Adapted from Macedo et al. (2008))

The most important feature in the software package is the type of optimization. The optimization type can either be minimize waste or minimize cost. Table 3.2 displays the type of optimization for each software package. It shows whether the software package minimizes waste only or minimizes cost. It also shows if the software package minimizes the number of different layouts and whether the package provides the best sheet size calculation.

<table>
<thead>
<tr>
<th>Product Name</th>
<th>Minimize Waste</th>
<th>Minimize Cost</th>
<th>Minimize Number of different layouts</th>
<th>Best Sheet Size Calculation</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACE Cutting Optimizer</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Astra R-Nesting</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Corte Certo</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Cutlist Plus</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Merick Calc 3.15</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Optimik</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Plan IQ</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Real Cut 2D</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Sheet Cutting Suit</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>SmartCUT</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>The Itemizer</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>2D Load Packer</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Best Cut</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Cut Master 2D</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Cutfight</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>CUTLOGIC 2D</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Cutting 3</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>GNcutter 32</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Opticut</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Panel Optimizer</th>
<th>Yes</th>
<th>No</th>
<th>No</th>
<th>No</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plus 2D for Woodworking</td>
<td>Yes</td>
<td>Yes</td>
<td>-</td>
<td>Yes</td>
</tr>
<tr>
<td>Sheet Layout 9</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Cutting Optimizer Pro</td>
<td>Yes</td>
<td>Yes</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 3.2: Optimization of each package (Adapted from Macedo et al. (2008))

3.3 Empirical experimentation: Industry-oriented packages

The approach used to calculate the waste generated will be based on the best utilization of the stock sheets. This will be represented by $N-1$ with $N$ being the number of stock sheets necessary to meet the customer order. This approach was chosen with the idea that if the utilization of $N-1$ stock sheets is optimal or as good as possible, then the remnant of the last stock sheet will be as large as possible and can be stored as a new input stock sheet. Thus, the concept behind this approach is to utilize the least number of stock sheets so that an overall good or even optimal solution could be established.

Empirical experimentation was carried out on the chosen software packages with data from the literature and the following results were obtained.

3.3.1 Problem instance 1

The data used for problem instance 1 is obtained from Cung (Cung et al., 2000:185) in their paper entitled “Constrained two-dimensional cutting stock problems, a best-first branch-and-bound algorithm”. They developed a new version of the algorithm proposed by Hifi (Hifi, 1997) for solving exactly some variants of un-weighted constrained two-dimensional cutting stock problems.
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Problem | Stock sheet length (L) and width (W) | Demand rectangle’s length (l), width (w) and upper bound (b) where b specifies the number of times a demand rectangle must be cut |
---|---|---|
1 | (132,100) | (18,39,4);(13,49,2);(27,51,1);(65,31,3);(45,27,2);(69,21,4);(21,63,2);(54,41,2);(41,31,1);(37,22,1);(29,54,1);(47,31,2);(18,31,3);(21,17,1);(19,53,1);(13,41,4);(37,12,5);(19,29,2);(67,17,1);(49,31,3) |

Table 3.3: Problem instance 1

The data of problem instance 1 from Table 3.3 was used for each of the chosen software packages to solve the 2DSSSCSP.

<table>
<thead>
<tr>
<th>Product Name</th>
<th>Number of Sheets Used (N)</th>
<th>N-1</th>
<th>Waste on N-1 Sheets</th>
<th>Total Waste on N Sheets</th>
<th>Waste Percentage on N-1 Sheets</th>
<th>Total Waste Percentage on N Sheets</th>
<th>Computational Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>CUTLOGIC 2D</td>
<td>4</td>
<td>3</td>
<td>846</td>
<td>5243</td>
<td>2.14</td>
<td>9.93</td>
<td>00:04:14</td>
</tr>
<tr>
<td>Cutting Optimizer Pro</td>
<td>4</td>
<td>3</td>
<td>1464</td>
<td>5243</td>
<td>3.70</td>
<td>9.93</td>
<td>00:00:02</td>
</tr>
<tr>
<td>Sheet Cutting Suite</td>
<td>4</td>
<td>3</td>
<td>1122</td>
<td>5243</td>
<td>2.83</td>
<td>9.93</td>
<td>00:06:16</td>
</tr>
<tr>
<td>The Itemizer</td>
<td>5</td>
<td>4</td>
<td>5121</td>
<td>18442</td>
<td>12.93</td>
<td>27.94</td>
<td>00:00:02</td>
</tr>
<tr>
<td>Smart Cut</td>
<td>5</td>
<td>4</td>
<td>10100</td>
<td>18442</td>
<td>19.13</td>
<td>27.94</td>
<td>00:00:02</td>
</tr>
</tbody>
</table>

Table 3.4: Computational results for problem 1

Table 3.4 illustrates that Sheet Cutting Suite takes the most computational time with CUTLOGIC 2D being second most, while the other software packages take less time. The waste of 846 units generated by the CUTLOGIC 2D system on N-I sheets is better than the waste generated by the other packages on N-I sheets.

3.3.2 Problem instance 2

The data used for problem instance 2 is obtained from Christofides and Whitlock (Christofides & Whitlock, 1977:30) in their paper entitled “An algorithm for two-dimensional cutting problems”. They proposed a depth-first branch and bound algorithm for the solution of the two-dimensional constrained cutting stock problem.
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Table 3.5: Problem instance 2

The data of problem instance 2 from Table 3.5 was used for each of the chosen software packages to solve the 2DSSSCSP.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Stock sheet length ((L)) and width ((W))</th>
<th>Demand rectangle’s length ((l)), width ((w)) and upper bound ((b)) where (b) specifies the number of times a demand rectangle must be cut.</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>(40,70)</td>
<td>(21,22,1);(31,13,1);(9,35,3);(9,24,3);(30,7,2);(11,13,3);(10,14,1);(14,8,3);(12,8,3);(13,7,3);(31,43,4);(25,35,3);(22,32,3)</td>
</tr>
</tbody>
</table>

Table 3.5: Problem instance 2

The data of problem instance 2 from Table 3.5 was used for each of the chosen software packages to solve the 2DSSSCSP.

<table>
<thead>
<tr>
<th>Product Name</th>
<th>Number of Sheets Used ((N))</th>
<th>N-1</th>
<th>Waste on N-1 Sheets</th>
<th>Total Waste on N Sheets</th>
<th>Waste Percentage on N-1 Sheets</th>
<th>Total Waste Percentage on N Sheets</th>
<th>Computational Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>CUTLOGIC 2D</td>
<td>6</td>
<td>5</td>
<td>753</td>
<td>2387</td>
<td>5.38</td>
<td>14.21</td>
<td>00:00:23</td>
</tr>
<tr>
<td>Cutting Optimizer Pro</td>
<td>6</td>
<td>5</td>
<td>1170</td>
<td>2387</td>
<td>8.36</td>
<td>14.21</td>
<td>00:00:04</td>
</tr>
<tr>
<td>Sheet Cutting Suite</td>
<td>6</td>
<td>5</td>
<td>1796</td>
<td>2387</td>
<td>12.8</td>
<td>14.21</td>
<td>00:00:05</td>
</tr>
<tr>
<td>The Itemizer</td>
<td>9</td>
<td>8</td>
<td>8763</td>
<td>10684</td>
<td>39.12</td>
<td>42.40</td>
<td>00:00:03</td>
</tr>
<tr>
<td>Smart Cut</td>
<td>8</td>
<td>7</td>
<td>5654</td>
<td>7989</td>
<td>28.84</td>
<td>35.67</td>
<td>00:00:03</td>
</tr>
</tbody>
</table>

Table 3.6: Computational results for problem 2

Table 3.6 illustrates that the CUTLOGIC 2D system takes the most computational time to optimize the problem while the other software packages take less time. The waste of 753 units generated by the CUTLOGIC 2D system on \(N-1\) sheets is better than the waste generated by the other software packages on \(N-1\) sheets.

3.3.3 Problem instance 3

The data used for problem instance 3 is obtained from Tschöke and Holthöfer (Tschöke & Holthöfer, 1995:285) in their paper entitled “A new parallel approach to the constrained two-dimensional cutting stock problem”. They presented a best-first branch and bound algorithm to solve the constrained two-dimensional cutting problem.
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Table 3.7: Problem instance 3

The data of problem instance 3 from Table 3.7 was used for each of the chosen software packages to solve the 2DSSSCSP.

<table>
<thead>
<tr>
<th>Product Name</th>
<th>Number of Sheets Used (N)</th>
<th>N-1</th>
<th>Waste on N-1 Sheets</th>
<th>Total Waste on N Sheets</th>
<th>Waste Percentage on N-1 Sheets</th>
<th>Total Waste Percentage On N Sheets</th>
<th>Computational Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>CUTLOGIC 2D</td>
<td>5</td>
<td>4</td>
<td>669</td>
<td>6638</td>
<td>1.71</td>
<td>13.54</td>
<td>00:01:56</td>
</tr>
<tr>
<td>Cutting</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Optimizer Pro</td>
<td>5</td>
<td>4</td>
<td>1409</td>
<td>6638</td>
<td>3.59</td>
<td>13.54</td>
<td>00:00:04</td>
</tr>
<tr>
<td>Sheet Cutting</td>
<td>5</td>
<td>4</td>
<td>1677</td>
<td>6638</td>
<td>4.28</td>
<td>13.54</td>
<td>00:00:03</td>
</tr>
<tr>
<td>Suite</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The Itemizer</td>
<td>6</td>
<td>5</td>
<td>8007</td>
<td>16442</td>
<td>16.34</td>
<td>27.96</td>
<td>00:00:03</td>
</tr>
<tr>
<td>Smart Cut</td>
<td>6</td>
<td>5</td>
<td>10021</td>
<td>16442</td>
<td>20.45</td>
<td>27.96</td>
<td>00:00:03</td>
</tr>
</tbody>
</table>

Table 3.8: Computational results for problem 3

Table 3.8 illustrates that the CUTLOGIC 2D system takes the most computational time to produce a solution while the other software packages take less time. The waste of 669 units generated by the CUTLOGIC 2D system on N-1 sheets is better than the waste generated by the other software packages on N-1 sheets.

3.3.4 Problem instance 4

The data used for problem instance 4 is from Hifi (Hifi, 1997:727) in his paper entitled “An improvement of Viswanathan and Bagchi’s exact algorithm for constrained two-dimensional cutting stock”.
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Table 3.9: Problem instance 4

The data of problem instance 4 from Table 3.9 was used with each of the chosen software packages to solve the 2DSSSCSP.

<table>
<thead>
<tr>
<th>Product Name</th>
<th>Number of Sheets Used (N)</th>
<th>N-1</th>
<th>Waste on N-1 Sheets</th>
<th>Total Waste on N Sheets</th>
<th>Waste Percentage on N-1 Sheets</th>
<th>Total Waste Percentage On N Sheets</th>
<th>Computational Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>CUTLOGIC 2D</td>
<td>7</td>
<td>6</td>
<td>673</td>
<td>4446</td>
<td>2.00</td>
<td>11.34</td>
<td>00:02:36</td>
</tr>
<tr>
<td>Cutting Optimizer Pro</td>
<td>7</td>
<td>6</td>
<td>1792</td>
<td>4446</td>
<td>5.33</td>
<td>11.34</td>
<td>00:00:04</td>
</tr>
<tr>
<td>Sheet Cutting Suite</td>
<td>7</td>
<td>6</td>
<td>1968</td>
<td>4446</td>
<td>5.86</td>
<td>11.34</td>
<td>00:00:03</td>
</tr>
<tr>
<td>The Itemizer</td>
<td>8</td>
<td>7</td>
<td>7638</td>
<td>10049</td>
<td>19.48</td>
<td>22.43</td>
<td>00:00:03</td>
</tr>
<tr>
<td>Smart Cut 2D</td>
<td>8</td>
<td>7</td>
<td>8475</td>
<td>10049</td>
<td>21.61</td>
<td>22.43</td>
<td>00:00:03</td>
</tr>
</tbody>
</table>

Table 3.10: Computational results for problem 4

Table 3.10 illustrates that the CUTLOGIC 2D system takes the most computational time to produce a solution while the other software packages take less time. The waste of 673 units generated by the CUTLOGIC 2D system on N-1 sheets is better than the waste generated by the other software packages on N-1 sheets.

The Itemizer and Smart 2D Cut produce more waste than the other software packages since they use more stock sheets.

3.4 Analysis of results

The results obtained from the different commercial software packages will be analyzed using graphs for each problem instance. The graphs represent the waste generated on N-1 sheets by each software package. These analyses will assist in choosing the best software package that will be used further in the research to solve the 2DSSSCSP.
3.4.1 Problem instance 1

The numbers on the Y-axis in Graph 3.1 represent waste generated by the different chosen software packages on $N-1$ sheets.

![Graph 3.1: Comparison of waste on N-1 sheets for problem instance 1](image)

From Graph 3.1 above, the CUTLOGIC 2D system generates less waste than the other software packages whereas the Smart 2D Cut system generates more waste than the others.

3.4.2 Problem instance 2

The numbers on the Y-axis in Graph 3.2 represent waste generated by the different chosen software packages on $N-1$ sheets.
Graph 3.2: Comparison of waste on N-1 sheets for problem instance 2

From Graph 3.2 above, the CUTLOGIC 2D system generates less waste than the other software packages whereas The Itemizer system generates more waste than the others.

3.4.3 Problem instance 3

The numbers on the Y-axis in Graph 3.3 represent waste generated by the different chosen software packages on N-1 sheets.

Graph 3.3: Comparison of waste on N-1 sheets for Problem instance 3
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From Graph 3.3 above, the CUTLOGIC 2D system generates less waste than the other software packages while the Smart 2D Cut software generates more waste than the others.

### 3.4.4 Problem instance 4

The numbers on the Y-axis in Graph 3.4 represent waste generated by the different chosen software packages on N-1 sheets. Graph 3.4 shows that CUTLOGIC 2D software generates less waste than the other software packages and the Smart 2D Cut software generates more waste.

![Graph 3.4: Comparison of waste on N-1 sheets for problem instance 4](image)

From the information presented above, the CUTLOGIC 2D software performs better than the other packages in terms of minimizing waste. This software utilizes fewer stock sheets, which is the main aim of solving the 2DSSSCSP. Therefore, the CUTLOGIC 2D software package will be used further in the research to generate some cutting patterns for the problem instances considered.

### 3.5 CUTLOGIC 2D version 3.30 - Panel cutting optimization software

The CUTLOGIC 2D software is one of the commercial optimization software systems which are used to solve the 2DSSSCSP. It was chosen after conducting empirical experiments involving some of the available optimization software packages. It was chosen because it
produced better results based on the empirical experimentation carried out in paragraph 3.3 for the different problem instances.

The CUTLOGIC 2D software will be used to generate cutting patterns as discussed later in this dissertation.

### 3.5.1 What is CUTLOGIC 2D?

CUTLOGIC 2D is an optimizer for cutting rectangular material in industries such as woodworking, furniture, sheet metal, glass cutting (TMACHINES, 2010). It minimizes waste by calculating good or near-optimal cutting layouts. It is a good product in terms of quality of optimization and it offers extensive cutting options which are often not available in similar cutting tools.

### 3.5.2 Why CUTLOGIC 2D?

The solution process used by the software system is based on genetic algorithms which provide high-quality, reliable and stable optimization for any cutting case (TMACHINES, 2010). User interfaces in the software are designed with the accent on easy usage, minimal data entry time and maximal ergonomics. The software can be customized to meet customer needs.

The CUTLOGIC 2D contains a number of main features and some of the features include the following.

- Guillotine (edge to edge) and non-guillotine cutting.
- Part rotation allowance.
- Cost driven optimization – prioritization based on defined price of used sources.

### 3.6 The greedy approach

A greedy algorithm is a method that makes a decision which seems the best at that moment (BOWDOIN, 2010). The decision taken is based on the basis of the information available at that time without worrying about the effects of that decision later on. The Wang algorithm
used in this research was employed in a greedy way in order to solve the 2DSSSCSP. The results obtained from this approach will be compared against the results obtained from the chosen commercial software packages. The greedy approach will also be used to generate a set of cutting patterns which will be used to formulate an integer linear programming model which is discussed in Chapter 5.

The 2DSSSCSP requires that a single size stock sheet be used to cut the set of required rectangular items. The typical trim loss problem will be employed in a greedy way. For the greedy approach, the 2DSSSCSP attempts to cut the single stock sheet as good as possible with a minimum waste. If the demand of the items is not met from the single stock sheet, another stock sheet with the same dimensions will be used. This is done by deducting the demand items that have been cut from the list of demand items. The remaining set of demand items will be cut from the next stock sheet. This procedure is repeated until all the demand items are cut. A guillotine cutting pattern with a minimum total trim loss will be produced by the Wang algorithm for each stock sheet. The total trim loss for each stock sheet will be combined to calculate the total waste produced for the problem or customer order. This will typically not be optimal for the order.

To meet the demand for the required rectangles, there will be a large supply of the rectangular stock sheets $S$ of the same size. The idea behind this approach is to utilize the least number of rectangular stock sheets. To summarize, for the greedy approach, the best cutting pattern is produced on a single stock sheet. This procedure is repeated until the customer order or demand items are met utilizing a number of stock sheets.

In this research, the Wang algorithm that will be discussed in the next paragraph will be used to solve the trim loss problem and to employ the greedy approach to solve the 2DSSSCSP.

### 3.7 Wang algorithm

The Wang algorithm, which was developed by Wang (Wang, 1983) is an algorithm that is used to solve the constrained two-dimensional cutting stock problem over a single large object, also called the trim loss problem as indicated in Chapter 1. In this research study, the Wang algorithm will be employed in two ways. Firstly, since it is basically an algorithm to
solve the trim loss problem (thus one large object at a time), it will be used to solve the 2DSSSCSP by means of a greedy approach as discussed in paragraph 3.6. Secondly, it will be adapted to generate cutting patterns to be used when formulating an integer linear programming model to solve the 2DSSSCSP as discussed in Chapter 5.

The Wang algorithm was presented by Wang (Wang, 1983:573) who proposed an inventive way of building larger rectangles by joining smaller ones. Rectangles are steadily generated taking into consideration the original demand for rectangles. Rotation of each item is allowed in each state of the algorithm. Every newly generated build may or may not contain trim loss. The building of rectangles results in guillotine builds being formed. The problem can be defined as:

Let \( L \times W \) be a rectangular stock sheet \( S \) having length \( L \) and width \( W \), and let \( R \) be a set of demand rectangles of type \( R_i \) (1, 2, 3,……., \( n \)). Each type has dimensions of length \( l_i \) and width \( w_i \) and a demand constraint of \( b_i \). A guillotine cutting pattern with a minimum trim loss is determined that uses no more than \( b_i \) replicates of rectangle \( R_i \) (1, 2, 3,……., \( n \)). This typical trim loss problem can be stated in the form:

\[
\text{Maximize } \sum_{i=1}^{n} x_i l_i w_i \\
\text{subject to } 0 \leq x_i \leq b_i \quad (i = 1, 2 \ldots, n) \text{ and } \\\n\text{Guillotine cutting patterns applied to } S. \\
x_i \text{ integer } \quad (i = 1, 2 \ldots, n)
\]

In the formulation, \( x_i \) is an integer indicating the number of times the rectangle \( R_i \) appears in a guillotine cutting pattern. The idea is that the area of the stock sheet being used is maximized thus minimizing the waste.

Wang (Wang, 1983) states that for each of the newly generated rectangles, three main constraints are considered.

- Demand rectangle’s dimensions \((l_i \times w_i)\) must be less than or equal to the stock sheet dimensions \(L \times W\).
- Internal trim loss must be less than or equal to a certain predetermined percentage (indicated by $\beta$) to the stock sheet.
- The number of demand rectangles of a specific type $i$ cut from the stock sheet must be less than or equal to its upper bound $b_i$.

3.7.1 The bottom-up approach

The bottom-up approach uses a list of demand rectangles which can be rotated or not during the formation of builds. Figure 3.1 displays two rectangles that need to be cut whereas Figure 3.2 displays the rotated versions of the rectangles.

![Figure 3.1: Rectangles](image1)

![Figure 3.2: Rotated rectangles](image2)

The bottom-up building approach is one that is based on using horizontal and vertical builds on rectangles. All the cuts are of a guillotine type.

- **Horizontal build**

A horizontal build of two rectangles $X = (l_x \times w_x)$ and $Y = (l_y \times w_y)$ is a rectangle $S_h$ having dimensions $(l_x + l_y) \times \max(w_x, w_y)$ and containing $X$ and $Y$.

- **Vertical build**

A vertical build of two rectangles $X = (l_x \times w_x)$ and $Y = (l_y \times w_y)$ is a rectangle $S_v$ having dimensions $\max(l_x, l_y) \times (w_x + w_y)$ that contain $X$ and $Y$.

Figures 3.3 and 3.4 illustrates how a vertical and a horizontal build is constructed by using the given demand rectangles.
3.7.2 Trim loss

During the cutting process, the stock sheet can rarely be utilized fully (100%). The remaining residual pieces or unused area result in trim loss. Trim loss is the amount of waste generated during the cutting process of a single sheet. This waste usually results from a mismatch in the relevant dimensions of the items/rectangular pieces being combined. Three types of trim loss may occur, namely internal trim loss, external trim loss and total trim loss. These types of trim loss are explained next.

- **Internal trim loss**

  Internal trim loss is the waste generated by combining two rectangular pieces. These pieces can either be combined vertically or horizontally. The shaded areas in Figure 3.5 display internal trim loss generated from vertical and horizontal builds.

![Figure 3.3: Vertical build (S_v)](image)

![Figure 3.4: Horizontal build (S_h)](image)

![Figure 3.5: Internal trim loss from a vertical and horizontal build](image)
The internal trim loss in a vertical build can be computed as follows. Let $TL_V$ represent the internal trim loss for a vertical build and $TL_H$ represent the internal trim loss for a horizontal build. Let $l \times w$ represent the area of the new rectangle formed during the combination of rectangles. $l$ represents the length of the new rectangle and $w$ represents the width of the new rectangle.

$$TL_V = (w_x + w_y) \times \max (l_x, l_y) - ((w_x \times l_x) + (w_y \times l_y))$$

$$TL_H = \max (w_x, w_y) \times (l_x + l_y) - ((w_x \times l_x) + (w_y \times l_y))$$

**External trim loss**

External trim loss refers to the amount of waste that is generated when a build is placed onto the stock sheet. In this instance, rectangles X and Y are combined to form rectangle Z with dimensions $l \times w$ and rectangle Z is placed onto the stock sheet T with dimensions $L \times W$. Figure 3.6 illustrates how external trim loss is generated.

---

**Figure 3. 6: External trim loss**

The external trim loss can be calculated as follows. Let $TL_E$ represent external trim loss.

$$TL_E = L \times W - l \times w$$

**Total trim loss**

Total trim loss is the waste generated by adding the internal trim loss and the external trim loss.
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3.7.3 Waste percentages ($\beta$)

Wang proposed two algorithms that are based on the method of generating rectangles. Both algorithms use percentage wastage $\beta$ as a measurement to determine acceptable internal trim loss. The first algorithm employs $\beta_1$ which is calculated with respect to the area of the stock sheet $L \times W$. The second algorithm employs $\beta_2$ which is calculated with respect to the area of the rectangle that was generated by means of a horizontal or vertical build. $\beta$ is chosen to be between 0 and 1 where 0 implies a percentage of 0% and 1 imply a percentage of 100%.

3.7.4 Wang algorithm constraints

As defined in paragraph 3.7, the Wang algorithm starts an iterative process of combining each rectangle in turn with itself and then with all the other rectangles to form vertical and horizontal builds. This building process forms new rectangles that may lead to the generation of internal trim loss. The process is repeated so that each successive horizontal or vertical build forms a larger guillotine rectangle from two smaller guillotine rectangles. The generation of all the possible rectangular items is subject to the following constraints.

- **Acceptable wastage ($\beta$)**

  The generated rectangles will be measured against the acceptable percentage wastage $\beta$ with respect to the area of the stock sheet. Generated rectangles that contain internal trim loss of less than or equal to $\beta \times L \times W$ will be stored for further consideration while the rest will be discarded.

- **Rotation of rectangles**

  The rotation of the rectangles also plays a vital role in finding all possible combinations of builds. Each build or rectangle is considered in its normal orientation as well as rotated orientation.
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- **Dimensions**

If a build or rectangle exceeds the size of the stock sheet, that build is discarded and only those that are within the dimensions of the stock sheet are stored for further consideration.

- **The upper bound**

Guillotine rectangles (builds) that contain more than $b_i$ replicates of a rectangle $R_i$ are also eliminated from further consideration.

- **Duplicates and equivalents**

The formation of duplicates can also be detected and discarded. Figure 3.7 illustrates some equivalent rectangles that can occur. Pattern 2 is a spatial variation of pattern 1 and thus pattern 2 will be discarded.

![Diagram of equivalent rectangles](image)

**Figure 3.7: Types of equivalents**

The building process of rectangles continues until no new rectangles can be generated by means of horizontal and vertical builds. If one or more allowable builds exist, the cutting pattern that produces the least total waste for the predetermined $\beta$ value is chosen. This cutting pattern yields the optimal pattern for the trim loss problem. The two algorithms developed by Wang (Wang, 1983) are given below.

3.7.5 **Wang’s two algorithms**

In order to solve the trim loss problem, Wang (Wang, 1983) proposed two methods that generate constrained cutting patterns by successive horizontal and vertical builds of
rectangles. Each of the algorithms uses a parameter to limit the maximum acceptable percentages of waste that they create. The first algorithm measures \( \beta_1 \) with respect to the area of the stock sheet \( L \times W \) while the second measures \( \beta_2 \) with respect to the area of \( T \) or \( A(T) \) where \( T \) is a rectangle that is formed by a horizontal or vertical build. Algorithm one thus functions in terms of the total waste (total trim loss) whereas algorithm two operates in terms of the internal waste (internal trim loss). Algorithm one provides a better measure of the optimality of the best solution than algorithm two. However, the second algorithm usually finds an optimal solution faster than the first algorithm.

1. Algorithm one

A description of the first algorithm adapted from Wang (Wang, 1983) is given below.

Step 1:

a) Choose a value for \( \beta_1 \), \( 0 \leq \beta_1 \leq 1 \).

b) Define \( L^{(0)} = F^{(0)} = \{ R_1, R_2, \ldots, R_n \} \), and set \( k = 1 \).

Step 2:

a) Compute \( F^{(k)} \) which is the set of all rectangles \( T \) satisfying
   i. \( T \) is formed by a horizontal or vertical build of two rectangles from \( L^{(k-1)} \). Rotation is allowed.
   ii. The amount of internal trim loss in \( T \) does not exceed \( \beta_1 \times L \times W \) and
   iii. The number of rectangles \( R_i \) appearing in \( T \) does not violate the bound constraints \( b_1, b_2, \ldots, b_n \).

b) Set \( L^k = L^{(k-1)} \cup F^{(k)} \). Remove equivalent rectangle patterns from \( L^k \).

Step 3:

If \( F^{(k)} \) is nonempty, set \( k \leftarrow k + 1 \) and go to Step 2 otherwise, go to Step 4.

Step 4:

a. Set \( M = k - 1 \).
b. Choose the rectangle of $L^{(M)}$ that has the smallest total trim loss when placed onto
the stock sheet $L \times W$.

2. Algorithm two

A description of the second algorithm adapted from Wang (Wang, 1983) is given below.

Step 1:

a) Choose a value for $\beta_2$, $0 \leq \beta_2 \leq 1$.
b) Define $L^{(0)} = F^{(0)} = \{ R_1, R_2, \ldots, R_n \}$, and set $k = 1$.

Step 2:

a. Compute $F^{(k)}$ which is the set of all rectangles $T$ satisfying
   i. $T$ is formed by a horizontal or vertical build of two rectangles from $L^{(k-1)}$.
      Rotation is allowed.
   ii. The amount of internal trim loss in $T$ does not exceed $\beta_2 \times A(T)$ and
   iii. The number of rectangles $R_i$ appearing in $T$ does not violate the bound
      constraints $b_1, b_2, \ldots, b_n$.
b. Set $L^k = L^{(k-1)} \cup F^{(k)}$. Remove equivalent rectangle patterns from $L^k$.

Step 3:

If $F^{(k)}$ is nonempty, set $k \leftarrow k + 1$ and go to Step 2 otherwise, go to step 4.

Step 4:

a. Set $M = k - 1$.
b. Choose the rectangle of $L^{(M)}$ that has the smallest total trim loss when placed onto
   the stock sheet $L \times W$.

The difference between the two algorithms is the replacement of $\beta_1$ by $\beta_2$ in step 1 (a)
of the second algorithm while step 2 (a) (ii) of algorithm one is replaced by the amount of
trim loss in $T$ does not exceed $\beta_2 \times A(T)$. The two algorithms show an iterative process
of building rectangles using Wang’s algorithm.
3.8 Summary

This chapter gave an overview of some available software packages for solving the 2DSSSCSP. The overview highlighted the differences among a number of industry-oriented software packages. Empirical experimentation was conducted in order to test some of these software packages using data from previous research papers.

The results obtained from those packages were compared with each other which led to the CUTLOGIC 2D software being chosen as the best package currently available. It will be used further in the research to generate further cutting patterns that will be combined with patterns generated from the Wang algorithm.

A discussion of the Wang algorithm was done to gain an understanding of the algorithm. The Wang algorithm will be used further in the research to generate more cutting patterns that will be combined with patterns generated from the CUTLOGIC 2D software.
Chapter 4: Heuristic procedure

4.1 Introduction

This chapter gives a detailed explanation of the heuristic procedure proposed for this study as regards solving the 2DSSSCSP. Two heuristic procedures are developed. The integer linear programming model formulated to solve the 2DSSSCSP will be solved using an optimization solver called IBM ILOG CPLEX. The two heuristic procedures are outlined in paragraph 4.2 and then discussed in paragraph 4.3.

4.2 Algorithm outline

The two heuristic procedures developed to solve the 2DSSSCSP are based on cutting pattern generation. These cutting patterns are generated by means of the chosen software package which is the CUTLOGIC 2D software and the Wang algorithm implementation. The fundamental concept is to utilize the available systems to generate a set of cutting patterns. This includes the solutions by the systems for the whole order and also alternative patterns that may be used in order to improve the solutions.

4.2.1 Cutting pattern selection

For a given set of stock rectangles and an order of demand items, a selection of cutting patterns that utilize the least number of stock sheets and generates the least waste is required.

4.2.2 Algorithm details

The description of the heuristic procedure requires the following definitions.

Let

\[
K \quad \text{be the set of stock sheets of same sizes available for solving the 2DSSSCSP.}
\]

\[
m \quad \text{be the number of different types (sizes) of demand items to be cut from the stock sheets.}
\]

\[
W \quad \text{be the width of the stock sheet.}
\]
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$L$ be the length of the stock sheet.

$w_j$ be the width of the $j^{th}$ demand item.

$l_j$ be the length of the $j^{th}$ demand item.

*Cutting pattern generation*

For the original demand items $j (j = 1, ..., m)$ and the stock sheets from $K$, solve the 2DSSSCSP using either the Wang algorithm implemented in a greedy way or the CUTLOGIC 2D software resulting in cutting patterns. This is performed repeatedly with different parameters or starting points as explained below until an extended set of cutting patterns is obtained from the Wang algorithm and the CUTLOGIC 2D software. These sets will be used for further processing.

4.2.3 The Wang algorithm program

The Wang algorithm system used in this research study for solving the 2DSSSCSP was programmed by Oberholzer (Oberholzer, 2003). In his thesis, he developed a system that implemented artificial intelligence search methods which generate a guillotine build or pattern for a single stock sheet. This system will be employed in this research study to generate cutting patterns. These cutting patterns will be combined with cutting patterns generated from the chosen commercial software package. The combined cutting patterns will be used to formulate an integer linear programming model. This integer linear programming model will be solved using an optimization solver which will determine the best cutting patterns required to solve the 2DSSSCSP.

4.3 Two Heuristic procedures

The two heuristic procedures developed to solve the 2DSSSCSP are discussed next.

4.3.1 Heuristic procedure 1

The notion underlying this heuristic procedure is to generate many cutting patterns that will be used to formulate an integer linear programming model. These cutting patterns are
generated by using a combinatoric process. Short descriptions of the main ideas are given below. These are followed by a more formal presentation.

Firstly, the software is applied to the original demand items to yield a sequence of (original) cutting patterns that can be used to cut the customer order. The first pattern in this sequence is then considered. A demand item type occurring in this original first pattern is removed from the customer order and CUTLOGIC 2D or Wang is applied to the remaining customer order. This results in a new or another sequence of cutting patterns. The demand items in the first cutting pattern obtained are then removed from the original customer order, and the demand item type removed from the original first pattern is put back. This resulting customer order is given to CUTLOGIC 2D or Wang to produce the remaining sequence of patterns that will generate patterns for the rest of the customer order. This will result in a sequence of patterns that differs from the original sequence.

In order to generate even more cutting patterns, the demand item types from the original first pattern are removed one demand item type after the other in turn resulting in different demand lists. The problem is also handled again in the same way as described above by removing a combination of two, three, four and five demand item types. After each removal, the software is applied to the new set of demand items in order to obtain a new first pattern. In doing this, different cutting patterns are obtained. In each case, after the establishment of the new first pattern, the removed demand item types are put back on the list of uncut demand items and the problem is solved again until the order is met.

Two sets of sequences of cutting patterns will be obtained from the Wang algorithm and the CUTLOGIC 2D software. The Wang algorithm implementation is used to generate the first set of cutting patterns in a greedy way while the CUTLOGIC 2D software is used to generate the second set of cutting patterns. The cutting patterns will be used to formulate an integer linear programming model. The model will be solved to try and improve the solution obtained from the commercial software.

1. Pattern generation with the greedy Wang algorithm

The concept behind the greedy approach in this study is to generate cutting patterns using available software. A more formal description of this process is given below.
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**Initial cutting pattern generation**

The purpose of the initial cutting pattern is to obtain a starting point for the generation of cutting patterns. Firstly apply the Wang algorithm to the original set of demand items \( j(1, \ldots, m) \) and the given stock sheets to produce the original first cutting pattern.

Keep track of the demand items delivered in this first cutting pattern.

**Further cutting pattern generation**

The aim of this phase is to use the above mentioned initial cutting pattern as the basis to implement different starting points in order to generate different cutting patterns.

Depending on the number of demand items obtained on the first stock sheet above, with reference to Figure 4.1 the following combinatoric process is employed:

Let

\[
P1 \quad \text{be the first cutting pattern generated by the Wang algorithm on the original data.}
\]

\[
d \quad \text{be the number of different types (sizes) of demand items cut in } P1.
\]

From the list of demand item types cut in \( P1 \), remove one demand item type \( j (j = 1, \ldots, d) \) at a time in order to create different lists of demand items \( (L^{*}_{11}, L^{*}_{21}, L^{*}_{31}, \ldots, L^{*}_{d1}) \).

Apply the Wang algorithm repeatedly to one stock sheet and each of the lists of demand items to obtain \( d \) new cutting patterns \( (P^{*}_{11}, P^{*}_{21}, P^{*}_{31}, \ldots, P^{*}_{d1}) \).

Removing the demand items used for each of the cutting patterns \( (P^{*}_{11}, P^{*}_{21}, P^{*}_{31}, \ldots, P^{*}_{d1}) \) from the original demand item list \( L \), results in \( d \) demand item lists i.e. \( (L^{*}_{12}, L^{*}_{22}, L^{*}_{32}, \ldots, L^{*}_{d2}) \). This implies the reduction of each of the demand lists by means of the demand items used on the relevant first pattern \( P^{*}_{j1} \) and also entails replacing the demand item type that was removed from the relevant list \( L^{*}_{j1} \) resulting in \( L^{*}_{j2} \).

Use each of these demand item lists \( L^{*}_{j2} (j = 1, 2, \ldots, d) \) as the starting point to apply the Wang algorithm in a greedy way to solve the 2DSSSCSP. For each of these lists, a series of cutting patterns is thus obtained. The relevant initial or starting cutting pattern and the \( d \)
different series of cutting patterns are combined. This results in \( d \) different solutions to the original cutting stock problem. The solutions can be denoted as follows:

\[
S_1 = P^{*1_1}, P^{*1_2}, \ldots, P^{*1_k}
\]

\[
S_2 = P^{*2_1}, P^{*2_2}, \ldots, P^{*2_k}
\]

\[
S_3 = P^{*3_1}, P^{*3_2}, \ldots, P^{*3_k}
\]

\[
S_d = P^{*d_1}, P^{*d_2}, \ldots, P^{*d_k}
\]

The same procedure is applied for the generation of other cutting patterns through the combination of two, three, four and five demand items using the demand item types obtained in \( P1 \). In this manner a number of cutting patterns are generated, with the waste associated with each also being available.

In summary, to illustrate the first heuristic procedure graphically, see Figure 4.1. The Wang algorithm implementation is applied in Block A whereas the Wang greedy procedure is applied in Block B.
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A starting list with the removed demand items is obtained.

\[ L^*_{11} = L - \{1\} \implies \{2, 3, 4, 5\}: \text{removing demand item 1 as from } P1 = \{1, 4\}. \]

**Example**

Assume \( L = \{1, 2, 3, 4, 5\} \) represents the original list of demand items and \( P1 = \{1, 4\} \) represents the list of demand items cut in \( P1 \). Let \( b = [1, 1, 2, 2, 1] \) represent the quantity required for each demand item.

A starting list with the removed demand items is obtained.

\[ L^*_{11} = L - \{1\} \implies \{2, 3, 4, 5\}: \text{removing demand item 1 as from } P1 = \{1, 4\}. \]
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$L_{*21} = L - \{4\} \implies \{1, 2, 3, 5\}$: removing demand item 4 as from $P1 = \{1, 4\}$.

Apply the Wang algorithm to obtain the two starting lists. Assume the following cutting patterns are obtained.

$P_{*11} \implies \{4, 5\}$ from list $L_{*11}$ and

$P_{*21} \implies \{3, 4\}$ from list $L_{*21}$

Demand items 3 and 4 require that they be cut twice according to the values in $b$ above. Therefore the first instance of item 3 is obtained in $P_{*21}$ above and the second instance is obtained in $P_{*23}$ below. The first instance of item 4 is obtained in $P_{*11}$ above and the second instance is obtained in $P_{*12}$ below. New lists with demand items used and the initially removed demand items being put back are obtained. See lists $L_{*12}$ and $L_{*22}$ below.

$L_{*12} = L - P_{*11} \implies \{1, 2, 3, 4\}$: demand items used in $P_{*11}$ reduced and demand item 1 is replaced. One instance of item 4 is still needed.

$L_{*22} = L - P_{*21} \implies \{1, 2, 3, 4, 5\}$: demand items used in $P_{*21}$ reduced and demand item 4 is replaced. One instance of items 3 and 4 is still needed.

Apply the Wang algorithm on lists $L_{*12}$ and $L_{*22}$ in a greedy way to obtain a new cutting pattern. Assume the following cutting patterns are obtained.

$P_{*12} \implies \{3, 4\}$ from list $L_{*12}$ and

$P_{*22} \implies \{1, 5\}$ from list $L_{*22}$

The following lists of demand items are obtained.

$L_{*13} = L_{*12} - P_{*12} \implies \{1, 2, 3\}$

$L_{*23} = L_{*22} - P_{*22} \implies \{2, 3, 4\}$

After applying the Wang algorithm again to the lists $L_{*13}$ and $L_{*23}$, let us assume that the following cutting patterns are obtained

$P_{*13} \implies \{1, 2, 3\}$ from list $L_{*13}$ and
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\( P_{23}^* \Rightarrow \{2, 3, 4\} \) from list \( L_{23}^* \).

Suppose \( P_{13}^* \) met the requirement and \( L_{33}^* = L_{23}^* - P_{23}^* \Rightarrow \{2\} \) gives final pattern \( P_{24}^* \).

When all the requirements of the demand items are met, two series of cutting patterns are generated to form \( S_1 \) and \( S_2 \) respectively.

\[
S_1 = P_{11}^*, P_{12}^*, P_{13}^* \text{ and } S_2 = P_{21}^*, P_{22}^*, P_{23}^*.
\]

The same procedure is repeated for the combination of two demand items \( \{1, 4\} \). In this case, two demand item types are removed from \( P_1 \). If \( P_1 \) contains more than two demand item types, a combination of three, four and five is removed at a time.

2. The CUTLOGIC 2D software

A combinatoric process of generating cutting patterns equivalent to the one described above for the Wang algorithm applied in a greedy way is used to generate the second set of cutting patterns using the CUTLOGIC 2D software. The two sets of cutting patterns generated can be combined to form a set of cutting patterns or can be used separately.

The set of cutting patterns generated as described above can be used to formulate a large integer linear programming model which will be solved with an optimization solver.

4.3.2 Heuristic procedure 2

The second heuristic procedure is an extension of the Wang algorithm. This heuristic is developed to handle problems where the combinatoric process described above did not generate enough new cutting patterns. This means there are no or few differences in patterns and thus a small number of different cutting patterns are used. The heuristic procedure described here extends the Wang algorithm by using a range of specified \( \beta \)-values in order to generate more cutting patterns. Three sets of cutting patterns are generated from this heuristic procedure. The first two sets are described in the previous paragraphs, that is, by means of the Wang procedure and the CUTLOGIC 2D software. The third set is obtained from generating cutting patterns using a specified \( \beta \).
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**Cutting pattern generation using \( \beta \)**

The original Wang algorithm utilizes a single sheet optimally and if a limited number of cutting patterns are generated, the Wang algorithm has to be extended. The program was altered to generate a number of cutting patterns using a certain range of \( \beta \). During the building procedure of cutting patterns, all patterns are removed where the total waste exceeds a percentage \( \beta \) of the stock sheet size. Thus, only patterns with total waste less or equal to a given percentage \( \beta \) of the stock sheet size are kept. In doing so, the computational time is reduced. Thus by employing \( \beta \) a number of cutting patterns can be generated. The method used is to start the program with a small \( \beta \), i.e., 0.01 and increase \( \beta \) by 0.01 until a sufficient number of cutting patterns is generated or a time constraint forces the procedure to stop. Depending on the \( \beta \) being chosen, the process may be time consuming and thus a small \( \beta \) is recommended. If a larger \( \beta \) is used, more cutting patterns are generated and consequently a better solution is possible using the integer linear programming model.

For demand items of type \( j \) and the stock sheet size, generate all the possible cutting patterns using a specified range of \( \beta \). Solve the trim-loss problem using the Wang algorithm. The program will generate all cutting patterns that produce a waste less than or equal to a specified percentage of the stock sheet. This yields a set of cutting patterns that produces relatively low waste.

This set can be combined with the other two sets obtained with the heuristic procedures based on the CUTLOGIC 2D and the greedy Wang procedure to produce a larger set of cutting patterns.

**4.4 Summary**

This chapter describes heuristic procedures developed for solving the 2DSSSCSP. The fundamental concept pursued in this chapter is the design of heuristic procedures that can be used to generate cutting patterns and that may be used in an integer linear programming model for the 2DSSSCSP. In many complex problems, the sets of all possible guillotine cutting patterns are generally too large to consider. The work in this chapter is an effort to reduce such sets to smaller and hopefully promising subsets.
Chapter 5: Integer linear programming approach and model

5.1 Introduction

In this chapter, the sets of cutting patterns generated in Chapter 4 are used to formulate an integer linear programming model to solve the 2DSSSCSP. Empirical experimentation based on the Wang algorithm (greedy) and CUTLOGIC 2D will be carried out to compare the two software packages and also to test the two heuristic procedures introduced in paragraph 4.3. The first empirical experimentation is discussed in paragraphs 5.2 and 5.3 respectively and the results are analyzed in paragraph 5.4. The integer linear programming model is discussed in paragraph 5.5 while the mathematical formulation is undertaken in paragraph 5.6. Empirical experiments to test the two heuristic procedures are carried out in paragraph 5.7.

5.2 Empirical experimentation: Wang algorithm (greedy approach)

During the empirical experimentation carried out in paragraph 3.3 in order to evaluate and compare a number of available commercial software systems to solve the 2DSSSSCSP, the CUTLOGIC 2D software package performed better than the other software packages. Therefore it was chosen as the software package to be used further in this study. Since an implementation of the Wang algorithm to solve trim loss problems was also available, it was also made use of in this regard.

The empirical experimentation carried out on the 2DSSSCSP instances is reported for the Wang algorithm (greedy) in this paragraph and for the CUTLOGIC 2D software in paragraph 5.3. The results are analyzed and compared in paragraph 5.4.

The same problem instances used in paragraph 3.3 were made use of in this stage.
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#### Problem Number

<table>
<thead>
<tr>
<th>Problem Number</th>
<th>Number of Sheets Used N</th>
<th>Number of N-1 Sheets</th>
<th>Waste on N-1 Sheet</th>
<th>Total Waste on N Sheets</th>
<th>Waste Percentage on N-1 Sheets</th>
<th>Total Waste Percentage on N Sheets</th>
<th>Computational Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
<td>3</td>
<td>411</td>
<td>5243</td>
<td>1.04</td>
<td>9.93</td>
<td>01:32:53</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>5</td>
<td>1525</td>
<td>2387</td>
<td>10.89</td>
<td>14.21</td>
<td>00:03:53</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>4</td>
<td>902</td>
<td>6638</td>
<td>2.30</td>
<td>13.54</td>
<td>00:12:34</td>
</tr>
<tr>
<td>4</td>
<td>7</td>
<td>6</td>
<td>1289</td>
<td>4446</td>
<td>3.84</td>
<td>11.34</td>
<td>00:00:16</td>
</tr>
</tbody>
</table>

Table 5.1: Computational results (Wang-greedy approach)

The above results obtained for the Wang algorithm (greedy) will be discussed and compared to those obtained for the CUTLOGIC 2D in paragraph 5.3.

#### 5.3 Empirical experimentation: CUTLOGIC 2D

The results obtained from the empirical experimentation for the CUTLOGIC 2D software (paragraph 3.5) are recorded in Table 5.2 with respect to each of the problem instances.

<table>
<thead>
<tr>
<th>Problem Number</th>
<th>Number of Sheets Used N</th>
<th>Number of N-1 Sheets</th>
<th>Waste on N-1 Sheet</th>
<th>Total Waste on N Sheets</th>
<th>Waste Percentage on N-1 Sheets</th>
<th>Total Waste Percentage on N Sheets</th>
<th>Computational Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
<td>3</td>
<td>846</td>
<td>5243</td>
<td>2.14</td>
<td>9.93</td>
<td>00:04:14</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>5</td>
<td>753</td>
<td>2387</td>
<td>5.38</td>
<td>14.21</td>
<td>00:00:23</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>4</td>
<td>669</td>
<td>6638</td>
<td>1.71</td>
<td>13.54</td>
<td>00:01:56</td>
</tr>
<tr>
<td>4</td>
<td>7</td>
<td>6</td>
<td>673</td>
<td>4446</td>
<td>2.00</td>
<td>11.34</td>
<td>00:02:36</td>
</tr>
</tbody>
</table>

Table 5.2: Computational results (CUTLOGIC 2D)

The CUTLOGIC 2D software performs better than the Wang algorithm (greedy) in terms of computational time in almost all of the problem instances and also outperforms the Wang algorithm (greedy) in terms of the waste percentage on N-1 sheets.
5.4 Analysis of software results

The results obtained from the two different software packages will be analyzed using a graph. The graph represents the waste percentage generated on \(N-1\) sheets by the CUTLOGIC 2D software package and the Wang algorithm (greedy) on each problem instance.

The numbers on the Y-axis in Graph 5.1 represent the waste percentage generated by the Wang algorithm and the CUTLOGIC 2D software package on \(N-1\) sheets.

Graph 5.1: Waste generated

Graph 5.1 illustrates the waste generated by the CUTLOGIC 2D software package and the Wang algorithm (greedy) in percentages. In problem instance 1 (P1), the Wang algorithm (greedy) generates a waste which is almost half that generated by the CUTLOGIC 2D software. In problem instance 2 (P2), the Wang algorithm (greedy) generates waste which is almost twice that generated by the CUTLOGIC 2D software. In problem instance 3 (P3) and 4 (P4), the Wang algorithm also generates more waste than the CUTLOGIC 2D software. The Wang algorithm (greedy) and the CUTLOGIC 2D software are therefore used further in the research to generate more cutting patterns.

5.5 Integer programming problem

An integer linear programming problem is a linear program in which some or all of the variables are restricted to be integers. Integer linear programming has become an important specialized area of optimization modelling (Moore & Weatherford, 2001). Integer programming occurs frequently because many decisions are essentially discrete in that one or
more options must be chosen from a finite set of alternatives. The integer linear programming model is formulated as:

\[
\text{Minimize} \quad \sum_{j=1}^{n} c_j x_j
\]

subject to \[
\sum_{j=1}^{n} a_{ij} x_j = b_i \quad (i = 1, 2, 3, \ldots \ldots m),
\]
\[
x_j \geq 0 \quad (j = 1, 2, 3, \ldots \ldots n),
\]
\[
x_j \text{ integer} \quad (j = 1, 2, 3, \ldots \ldots n).
\]

Where \( A = \begin{bmatrix} a_{11} & a_{12} & \cdots & a_{1n} \\ a_{21} & a_{22} & \cdots & a_{2m} \\ \vdots & \vdots & \ddots & \vdots \\ a_{m1} & a_{m2} & \cdots & a_{mn} \end{bmatrix} \) is known as the constraint matrix.

\[5.6 \text{ Problem formulation}\]

In order to formulate the 2DSSSCSP, a large number of factors need to be defined which relate to the following:

- The stock rectangle;
- The items to be cut;
- The cutting patterns generated.

1. **Stock rectangle**
   
   Let
   
   \( L \) \quad be the length of the stock sheet,
   \( W \) \quad be the width of the stock sheet.
2. Items
   Let
   \( m \) be the number of different types (sizes) of items to be cut from the stock sheets,
   \( l_i \) be the length of an item of type \( i \) (\( i = 1, \ldots, m \)),
   \( w_i \) be the width of an item of type \( i \) (\( i = 1, \ldots, m \)).

3. Cutting patterns
   Let
   \( T \) be the total number of cutting patterns generated,
   \( P \) be a set of two-dimensional cutting patterns generated,
   \( d_{ij} \) be the number of items of type \( i \) (\( i = 1, \ldots, m \)) that occur in cutting pattern \( j \)
   where pattern \( j \in P \).

The 2DSSSCSP can now be formulated as an integer linear program.

Let
\( F_j \) be the amount of waste generated by cutting pattern \( j \) where (\( j = 1, \ldots, T \)),
\( x_j \) to be computed as the number of times a cutting pattern is used where
(\( j = 1, \ldots, T \)),
\( N \) be the total number of stock sheets utilized,
\( b_i \) be the number of items of type \( i \) (\( i = 1, \ldots, m \)) required to be cut in order to meet the demand,
\( G_i \) be the amount of penalty for overcutting the item of type \( i \) (\( i = 1, \ldots, m \)),
(Overcutting is cutting more than the required demand)
\( s_{iw} \) to be computed as the number of times the item of type \( i \) is undercut where
(\( i = 1, \ldots, m \)).
$s_{iw}$ to be computed as the number of times the item of type $i$ is overcut where 

$(i = 1, \ldots, m)$.

The objective function of the integer linear model seeks to minimize the amount of waste generated when solving the 2DSSSCSP.

Hence the integer linear program is:

$$\text{minimize} \sum_{j=1}^{T} F_j x_j + \sum_{i=1}^{m} G_i s_{iw}$$

Subject to

$$\sum_{j=1}^{T} d_{ij} x_j + s_{iv} - s_{iw} = b_i, \quad i = 1, \ldots, m,$$  

(2)

$$\sum_{j=1}^{T} x_j = N - 1,$$  

(3)

$x_j \geq 0, integer \ j = 1, \ldots, T,$

$s_{iv} \geq 0, integer \ i = 1, \ldots, m,$  

(4)

$s_{iw} \geq 0, integer \ i = 1, \ldots, m.$  

(5)

Objective function (1)

This is the objective function where $F_j$ represents the amount of waste generated by the cutting pattern $j$. $G_i$ represents the amount of penalty enforced for overcutting item $i$ and is chosen as the area used by the item.

Constraint 2

$s_{iv}$ represents the number of times the item $i$ is undercut while $s_{iw}$ represents the number of times item $i$ is overcut and must be computed. These constraints ensure that if the cutting patterns produce more items than required, then the objective function will ensure that such items are counted as waste.

---
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Constraint 3

This constraint ensures that a certain number of stock sheets are utilized. $N$ is specified by the user.

Constraints (4) and (5) are the integrality constraints.

5.7 Empirical experimentations

To illustrate and test the heuristic procedure (paragraph 4.3), small problem instances gleaned from previous research papers and real world application problem instances from a large corporation called PG Glass Pty.Ltd located in South Africa will be used.

5.7.1 Small problem instances

The first heuristic procedure (paragraph 4.3.1) was employed to solve the set of small problem instances in order to generate sets of cutting patterns for these problem instances. In the end these cutting patterns were used to formulate an integer linear programming model to be solved. The results are compared.

1. Problem instance 1

Table 5.3 contains the problem instance from Cung (Cung et al., 2000:185) used in Chapter 3.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Stock Sheet Length($L$) and Width($W$)</th>
<th>Demand items length ($l$), width ($w$) and upper bound ($b$) where $b$ specifies the number of times a demand rectangle must be cut with each type being denoted by ($l$, $w$, $b$).</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(132,100)</td>
<td>(18,39,4);(13,49,2);(27,51,1);(65,31,3);(45,27,2);(69,21,4);(21,63,2);(54,41,2);(41,31,1);(37,22,1);(29,54,1);(47,31,2);(18,31,3);(21,17,1);(19,53,1);(13,41,4);(37,12,5);(19,29,2);(67,17,1);(49,31,3)</td>
</tr>
</tbody>
</table>

Table 5.3: Problem instance 1
P1: Wang algorithm solution (greedy approach)

The initial step in this heuristic procedure (paragraph 4.3.1) is to generate the first set (A) of cutting patterns using the Wang algorithm in a greedy way. The second set (B) of cutting patterns is obtained by employing the combinatoric process using the Wang algorithm (paragraph 3.7). The two sets (A and B) of cutting patterns are combined to formulate an integer linear programming model and CPLEX is used to solve the model. Table 5.4 reports the waste generated from $N-1$ sheets where $N$ is the total number of sheets required for the problem and the results obtained from CPLEX. The total waste is the area not used over $N$ sheets.

The effectiveness of the different processes is based upon the waste generated from $N-1$ sheets. Since the idea is to find a good solution from $N-1$ sheets, the last sheet ($N$) will be as large as possible and may be useful in future optimization activities. Numbers in the column “Demand item removed” in all the tables represent the item type or types removed during the first process of the combinatoric process.

![Table 5.4: Wang algorithm results (Problem instance 1)]
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The combinatoric process of the Wang algorithm (set B) produces some good cutting patterns which are better than the Wang algorithm (greedy solution) (set A). The combined CPLEX solution (set AUB) for N-1 sheets is better than the solutions obtained by both the Wang algorithm (greedy) and the combinatoric process of the Wang algorithm.

**P1: CUTLOGIC 2D solution**

The second step in this heuristic procedure (paragraph 4.3.1) is to generate a third set (C) of cutting patterns using the CUTLOGIC 2D software. The fourth set (D) of cutting patterns is obtained by employing the combinatoric process using the CUTLOGIC software. The two sets (C and D) of cutting patterns are combined to formulate an integer linear programming model and CPLEX is used to solve the model. Table 5.5 reports the waste generated from N-1 sheets where N is the total number of sheets required to solve the problem and the results obtained from CPLEX.

<table>
<thead>
<tr>
<th>Solution procedure</th>
<th>N-1 Waste</th>
<th>Total Waste</th>
<th>Demand item removed</th>
<th>Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>CUTLOGIC 2D Original</td>
<td>844</td>
<td>5243</td>
<td></td>
<td>C</td>
</tr>
<tr>
<td>Combinatoric Process</td>
<td></td>
<td></td>
<td></td>
<td>D</td>
</tr>
<tr>
<td>R1_1</td>
<td>688</td>
<td>5243</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>R1_2</td>
<td>691</td>
<td>5243</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>R1_3</td>
<td>769</td>
<td>5243</td>
<td>13</td>
<td></td>
</tr>
<tr>
<td>R1_4</td>
<td>503</td>
<td>5243</td>
<td>19</td>
<td></td>
</tr>
<tr>
<td>R2_1</td>
<td>530</td>
<td>5243</td>
<td>4,6</td>
<td></td>
</tr>
<tr>
<td>R2_2</td>
<td>623</td>
<td>5243</td>
<td>7,12</td>
<td></td>
</tr>
<tr>
<td>R2_3</td>
<td>579</td>
<td>5243</td>
<td>12,13</td>
<td></td>
</tr>
<tr>
<td>R2_4</td>
<td>780</td>
<td>5243</td>
<td>19,20</td>
<td></td>
</tr>
<tr>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td></td>
</tr>
<tr>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td></td>
</tr>
<tr>
<td>R5_1</td>
<td>772</td>
<td>5243</td>
<td>4,6,7,12,13</td>
<td></td>
</tr>
<tr>
<td>R5_2</td>
<td>614</td>
<td>5243</td>
<td>7,12,13,19,20</td>
<td></td>
</tr>
<tr>
<td>R5_3</td>
<td>640</td>
<td>5243</td>
<td>4,6,12,19,20</td>
<td></td>
</tr>
<tr>
<td>COMBINED CPLEX SOLUTION</td>
<td>450</td>
<td>5243</td>
<td></td>
<td>C ∪ D</td>
</tr>
</tbody>
</table>

Table 5.5: CUTLOGIC 2D results (Problem instance 1)
The combinatoric process of the CUTLOGIC 2D software (set D) produces good cutting patterns which are better than the original solution of the CUTLOGIC 2D software (set C). The combined CPLEX solution (set CuD) is better than the solutions obtained by both the original CUTLOGIC 2D software and the combinatoric process of the CUTLOGIC 2D.

P1: Combined CPLEX solution

The third step in this heuristic procedure (paragraph 4.3.1) is to combine all the sets (A, B, C and D) of cutting patterns generated in Tables 5.4 and 5.5. An integer linear programming model is formulated to solve the problem using CPLEX. Table 5.6 furnishes the results for the final solution obtained when all the cutting patterns are combined.

<table>
<thead>
<tr>
<th>Set</th>
<th>N-1 Waste</th>
<th>Total Waste</th>
<th>COMBINED CPLEX SOLUTION</th>
<th>334</th>
<th>5243</th>
<th>A,B,C,D</th>
</tr>
</thead>
</table>

Table 5.6: Combined CPLEX results (Problem instance 1)

The CPLEX solution over N-1 sheets for the corresponding set (A, B, C, D) is better than the solutions obtained from the applied solution procedures separately.

2. Problem instance 2

Table 5.7 indicates the problem instance from Christofides and Whitlock (Christofides & Whitlock, 1977:30) used in Chapter 3.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Stock Sheet Length(L) and Width(W)</th>
<th>Demand items length (l), width (w) and upper bound (b) where b specifies the number of times a demand rectangle must be cut with each type being denoted by (l, w, b).</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>(40,70)</td>
<td>(21,22,1);(31,13,1);(9,35,3);(9,24,3);(30,7,2);(11,13,3);(10,14,1);(14,8,3);(12,8,3);(13,7,3);(31,43,4);(25,35,3);(22,32,3)</td>
</tr>
</tbody>
</table>

Table 5.7: Problem instance 2

P2: Wang algorithm solution (greedy approach)

The initial step in this heuristic procedure (paragraph 4.3.1) is to generate the first set (A) of cutting patterns using the Wang algorithm in a greedy way. The second set (B) of cutting
patterns is obtained by employing the combinatoric process using the Wang algorithm (paragraph 3.7). The two sets (A and B) of cutting patterns are combined to formulate an integer linear programming model and CPLEX is used to solve the model. Table 5.8 indicates the waste generated from N-1 sheets where N is the total number of sheets required to solve that problem and the results obtained from CPLEX.

<table>
<thead>
<tr>
<th>Solution procedure</th>
<th>N-1 Waste</th>
<th>Total Waste</th>
<th>Demand item removed</th>
<th>Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wang greedy</td>
<td>1525</td>
<td>2387</td>
<td></td>
<td>A</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Combinatoric Process</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>R1_1</td>
<td>1166</td>
<td>2387</td>
<td>2</td>
</tr>
<tr>
<td>R1_2</td>
<td>1449</td>
<td>2387</td>
<td>3</td>
</tr>
<tr>
<td>R1_3</td>
<td>1522</td>
<td>2387</td>
<td>7</td>
</tr>
<tr>
<td>R1_4</td>
<td>1525</td>
<td>2387</td>
<td>11</td>
</tr>
<tr>
<td>R2_1</td>
<td>1449</td>
<td>2387</td>
<td>2,3</td>
</tr>
<tr>
<td>R2_2</td>
<td>1859</td>
<td>2387</td>
<td>7,8</td>
</tr>
<tr>
<td>R2_3</td>
<td>1624</td>
<td>2387</td>
<td>10,11</td>
</tr>
<tr>
<td>R3_1</td>
<td>1449</td>
<td>2387</td>
<td>2,3,7</td>
</tr>
<tr>
<td>R5_1</td>
<td>924</td>
<td>2387</td>
<td>2,3,7,8,10</td>
</tr>
<tr>
<td>R5_2</td>
<td>1760</td>
<td>2387</td>
<td>2,7,8,10,11</td>
</tr>
<tr>
<td>R5_3</td>
<td>1166</td>
<td>2387</td>
<td>3,7,8,10,11</td>
</tr>
</tbody>
</table>

| COMBINED CPLEX SOLUTION | 844 | 2387 | A∪B |

Table 5.8: Wang algorithm results (Problem instance 2)

The combinatoric process of the Wang algorithm (set B) produces good cutting patterns which are better than the Wang algorithm (greedy solution) (set A). The combined CPLEX solution (A∪B) is better than the solutions obtained by both the Wang algorithm (greedy) and the combinatoric process of the Wang algorithm.

P2: CUTLOGIC 2D solution

The second step in this heuristic procedure (paragraph 4.3.1) is to generate a third set (C) of cutting patterns using the CUTLOGIC 2D software. The fourth set (D) of cutting patterns is obtained by employing the combinatoric process using the CUTLOGIC software. The two sets (C and D) of cutting patterns are combined to formulate an integer linear programming
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model, which is solved using CPLEX. Table 5.9 shows the waste generated from \( N-1 \) sheets where \( N \) is the total number of sheets required to solve the problem and the results obtained from CPLEX.

<table>
<thead>
<tr>
<th>Solution procedure</th>
<th>N-1 Waste</th>
<th>Total Waste</th>
<th>Demand item removed</th>
<th>Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>CUTLOGIC 2D Original</td>
<td>753</td>
<td>2387</td>
<td></td>
<td>C</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Combinatoric Process</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>R1_1</td>
<td>745</td>
<td>2387</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>R1_2</td>
<td>873</td>
<td>2387</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>R1_3</td>
<td>920</td>
<td>2387</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>R2_1</td>
<td>815</td>
<td>2387</td>
<td>2,3</td>
<td></td>
</tr>
<tr>
<td>R2_2</td>
<td>896</td>
<td>2387</td>
<td>5,11</td>
<td></td>
</tr>
<tr>
<td>R2_3</td>
<td>893</td>
<td>2387</td>
<td>2,5</td>
<td></td>
</tr>
<tr>
<td>R2_4</td>
<td>920</td>
<td>2387</td>
<td>2,11</td>
<td></td>
</tr>
<tr>
<td>R2_5</td>
<td>836</td>
<td>2387</td>
<td>3,5</td>
<td></td>
</tr>
<tr>
<td>R3_2</td>
<td>1016</td>
<td>2387</td>
<td>3,5,11</td>
<td></td>
</tr>
<tr>
<td>R3_3</td>
<td>1225</td>
<td>2387</td>
<td>2,5,11</td>
<td></td>
</tr>
<tr>
<td>R3_4</td>
<td>920</td>
<td>2387</td>
<td>2,3,11</td>
<td></td>
</tr>
</tbody>
</table>

| COMBINED CPLEX SOLUTION  | 745       | 2387        |                     | C\(\cap\)D |

Table 5.9: CUTLOGIC 2D results (Problem instance 2)

The combinatoric process of the CUTLOGIC 2D software (set D) produces some good cutting patterns which are better than the original solution of the CUTLOGIC 2D software (set C). The combined CPLEX solution (C\(\cap\)D) is better than the solutions obtained by both the original CUTLOGIC 2D software and the combinatoric process of the CUTLOGIC 2D software.

**P2: Combined CPLEX solution**

The third step in this heuristic procedure (paragraph 4.3.1) is to combine all the sets (A, B, C and D) of cutting patterns generated in Table 5.8 and Table 5.9. An integer linear programming model is formulated to solve the problem. This model is solved using CPLEX. Table 5.10 contains the results for the final solution obtained when all the cutting patterns are combined.
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Table 5.10: Combined CPLEX results (Problem instance 2)

<table>
<thead>
<tr>
<th>Set</th>
<th>N-1 Waste</th>
<th>Total Waste</th>
</tr>
</thead>
<tbody>
<tr>
<td>COMBINED CPLEX SOLUTION</td>
<td>745</td>
<td>2387</td>
</tr>
</tbody>
</table>

The CPLEX solution over \( N-1 \) sheets for the corresponding set (A, B, C, D) is the same as the solution obtained from CUTLOGIC 2D and is better than the solution obtained from the Wang algorithm (greedy solution).

3. Problem instance 3

Table 5.11 indicates the problem instance from Tschöke and Holthöfer (Tschöke & Holthöfer, 1995:285) used in Chapter 3.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Stock Sheet Length((L)) and Width((W))</th>
<th>Demand items length ((l)), width ((w)) and upper bound ((b)) where (b) specifies the number of times a demand rectangle must be cut with each type being denoted by ((l, w, b)).</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>(99,99)</td>
<td>(14,16,1);(14,31,2);(15,17,3);(17,19,3);(18,19,2);(20,34,2);(20,39,3);(21,29,2);(25,25,2);(27,27,3);(29,34,2);(30,25,2);(30,27,3);(33,30,2);(35,30,2);(37,27,4);(38,49,2);(40,25,2);(43,28,4);(44,34,4)</td>
</tr>
</tbody>
</table>

Table 5.11: Problem instance 3

P3: Wang algorithm solution (greedy approach)

The initial step in this heuristic procedure (paragraph 4.3.1) is to generate the first set (A) of cutting patterns using the Wang algorithm in a greedy way. The second set (B) of cutting patterns is obtained by employing the combinatoric process using the Wang algorithm (paragraph 3.7). The two sets (A and B) of cutting patterns are combined to formulate an integer linear programming model which is solved using CPLEX. Table 5.12 indicates the waste generated from \( N-1 \) sheets where \( N \) is the total number of sheets required to solve the problem and the results obtained from CPLEX.
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<table>
<thead>
<tr>
<th>Solution procedure</th>
<th>N-1 Waste</th>
<th>Total Waste</th>
<th>Demand item removed</th>
<th>Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wang greedy</td>
<td>902</td>
<td>6638</td>
<td></td>
<td>A</td>
</tr>
</tbody>
</table>
| \begin{tabular}{|c|c|c|c|}
| Combinatoric Process & N-1 Waste & Total Waste & Demand item removed & Set |
|----------------------|-----------|-------------|---------------------|-----|
| R1_1                 & 815       | 6638        | 1                   | B   |
| R1_2                 & 683       | 6638        | 2                   |     |
| R1_3                 & 874       | 6638        | 9                   |     |
| R2_1                 & 750       | 6638        | 1,2                 |     |
| R2_2                 & 1103      | 6638        | 3,4                 |     |
| R2_3                 & 784       | 6638        | 9,10                |     |
| R3_1                 & 870       | 6638        | 1,2,3               |     |
| R3_2                 & 754       | 6638        | 4,9,12              |     |
| R5_1                 & 768       | 6638        | 1,2,3,4,9           |     |
| R5_2                 & 719       | 6638        | 4,9,12,17,20        |     |
| R5_3                 & 715       | 6638        | 1,3,9,17,20         |     |
| \textbf{COMBINED CPLEX SOLUTION} & \textbf{498} & \textbf{6638} &                     & \textbf{A∪B} |
\end{tabular} |

Table 5.12: Wang algorithm results (Problem instance 3)

The combinatoric process of the Wang algorithm (set B) produces good cutting patterns which are better than the Wang algorithm (greedy solution) (set A). The combined CPLEX solution (A∪B) is better than the solutions obtained by both the Wang algorithm (greedy) and the combinatoric process of the Wang algorithm.

**P3: CUTLOGIC 2D solution**

The second step in this heuristic procedure (paragraph 4.3.1) is to generate a third set (C) of cutting patterns using the CUTLOGIC 2D software. The fourth set (D) of cutting patterns is obtained by employing the combinatoric process using the CUTLOGIC software. The two sets (C and D) of cutting patterns are combined to formulate an integer linear programming model which is solved using CPLEX. Table 5.13 indicates the waste generated from N-I sheets where N is the total number of sheets required to solve the problem and the results obtained from CPLEX.
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<table>
<thead>
<tr>
<th>Solution procedure</th>
<th>N-1 Waste</th>
<th>Total Waste</th>
<th>Demand item removed</th>
<th>Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>CUTLOGIC 2D Original</td>
<td>669</td>
<td>6638</td>
<td></td>
<td>C</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Combinatoric Process</th>
<th>R1_1</th>
<th>R1_2</th>
<th>R1_3</th>
<th>R2_1</th>
<th>R2_2</th>
<th>R2_3</th>
<th>R3_1</th>
<th>R3_2</th>
<th>.</th>
<th>.</th>
<th>.</th>
<th>.</th>
<th>R5_1</th>
<th>R5_2</th>
<th>R5_3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>667</td>
<td>608</td>
<td>631</td>
<td>567</td>
<td>646</td>
<td>603</td>
<td>559</td>
<td>750</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>646</td>
<td>654</td>
<td>523</td>
</tr>
<tr>
<td></td>
<td>6638</td>
<td>6638</td>
<td>6638</td>
<td>6638</td>
<td>6638</td>
<td>6638</td>
<td>6638</td>
<td>6638</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>6638</td>
<td>6638</td>
<td>6638</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>5</td>
<td>8</td>
<td>1,2</td>
<td>3,4</td>
<td>5,8</td>
<td>1,2,3</td>
<td>4,5,6</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>1,2,3,4,5</td>
<td>6,8,10,16,19</td>
<td>1,5,8,19,20</td>
</tr>
</tbody>
</table>

Table 5.13: CUTLOGIC 2D results (Problem instance 3)

The combinatoric process of the CUTLOGIC 2D software (set D) produces good cutting patterns which are better than the original solution of the CUTLOGIC 2D software (set C). The combined CPLEX solution (CuD) is better than the solutions obtained by both the CUTLOGIC 2D software and the combinatoric process of the CUTLOGIC 2D software.

**P3: Combined CPLEX solution**

The third step in this heuristic procedure (paragraph 4.3.1) is to combine all the sets (A, B, C and D) of cutting patterns generated in Table 5.12 and Table 5.13. An integer linear programming model is formulated to solve the problem which is solved using CPLEX. Table 5.14 furnishes the results for the final solution obtained when all the cutting patterns are combined.
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Table 5.14: Combined CPLEX results (Problem instance 3)

The CPLEX solution over $N-1$ sheets for the corresponding set (A, B, C, D) is better than the solutions obtained from the applied solution procedures separately.

4. Problem instance 4

Table 5.15 indicates the problem instance from Hifi (Hifi, 1997:727) used in Chapter 3.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Stock Sheet Length($L$) and Width($W$)</th>
<th>Demand items length ($l$), width ($w$) and upper bound ($b$) where $b$ specifies the number of times a demand rectangle must be cut with each type being denoted by $(l, w, b)$.</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>(70,80)</td>
<td>(29,41,1);(31,43,2);(32,39,1);(27,38,4);(28,37,3);(29,36,2);(35,35,3);(26,34,4);(31,24,2);(22,33,2);(31,22,3);(29,21,4);(19,27,2);(18,24,2);(17,25,2);(17,24,2);(25,17,1);(21,16,2);(19,15,3);(15,14,1)</td>
</tr>
</tbody>
</table>

Table 5.15: Problem instance 4

P4: Wang algorithm solution (greedy approach)

The initial step in this heuristic procedure (paragraph 4.3.1) is to generate the first set (A) of cutting patterns using the Wang algorithm in a greedy way. The second set (B) of cutting patterns is obtained by employing the combinatoric process using the Wang algorithm (paragraph 3.7). The two sets (A and B) of cutting patterns are combined to form an integer linear programming model which is solved using CPLEX. Table 5.16 indicates the waste generated from $N-1$ sheets where $N$ is the total number of sheets required to solve the problem and the results obtained from CPLEX.
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<table>
<thead>
<tr>
<th>Solution procedure</th>
<th>N-1 Waste</th>
<th>Total Waste</th>
<th>Demand item removed</th>
<th>Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wang greedy</td>
<td>1289</td>
<td>4446</td>
<td></td>
<td>A</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Combinatoric Process</th>
<th>N-1 Waste</th>
<th>Total Waste</th>
<th>Demand item removed</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1_1</td>
<td>1774</td>
<td>4446</td>
<td>5</td>
</tr>
<tr>
<td>R1_2</td>
<td>1097</td>
<td>4446</td>
<td>10</td>
</tr>
<tr>
<td>R1_3</td>
<td>1564</td>
<td>4446</td>
<td>20</td>
</tr>
<tr>
<td>R2_1</td>
<td>1306</td>
<td>4446</td>
<td>5,19</td>
</tr>
<tr>
<td>R2_2</td>
<td>1260</td>
<td>4446</td>
<td>10,18</td>
</tr>
<tr>
<td>R2_3</td>
<td>1456</td>
<td>4446</td>
<td>18,19</td>
</tr>
<tr>
<td>R3_1</td>
<td>1564</td>
<td>4446</td>
<td>5,14,19</td>
</tr>
<tr>
<td>R3_2</td>
<td>1289</td>
<td>4446</td>
<td>10,14,20</td>
</tr>
<tr>
<td>R5_1</td>
<td>1411</td>
<td>4446</td>
<td>5,10,14,19,20</td>
</tr>
<tr>
<td>R5_2</td>
<td>1523</td>
<td>4446</td>
<td>10,14,18,19,20</td>
</tr>
<tr>
<td>R5_3</td>
<td>1235</td>
<td>4446</td>
<td>5,10,14,18,19</td>
</tr>
</tbody>
</table>

Table 5.16: Wang algorithm results (Problem instance 4)

The combinatoric process of the Wang algorithm (set B) produces some good cutting patterns which are better than the Wang algorithm (greedy solution) (set A). The combined CPLEX solution (A∪B) is better than the solutions obtained by both the Wang algorithm (greedy) and the combinatoric process of the Wang algorithm.

**P4: CUTLOGIC 2D solution**

The second step in this heuristic procedure (paragraph 4.3.1) is to generate a third set (C) of cutting patterns using the CUTLOGIC 2D software. The fourth set (D) of cutting patterns is obtained by employing the combinatoric process using the CUTLOGIC software. The two sets (C and D) of cutting patterns are combined to formulate an integer linear programming model which is solved using CPLEX. Table 5.17 records the waste generated from $N-I$ sheets where $N$ is the total number of sheets required to solve the problem and the results obtained from CPLEX.
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<table>
<thead>
<tr>
<th>Solution procedure</th>
<th>N-1 Waste</th>
<th>Total Waste</th>
<th>Demand item removed</th>
<th>Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>CUTLOGIC 2D Original</td>
<td>673</td>
<td>4446</td>
<td></td>
<td>C</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Combinatoric Process</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>R1_1</td>
<td>746</td>
<td>4446</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>R1_2</td>
<td>746</td>
<td>4446</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>R1_3</td>
<td>747</td>
<td>4446</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>R1_4</td>
<td>685</td>
<td>4446</td>
<td>16</td>
<td></td>
</tr>
<tr>
<td>R1_5</td>
<td>766</td>
<td>4446</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td>R2_1</td>
<td>788</td>
<td>4446</td>
<td>6,8</td>
<td></td>
</tr>
<tr>
<td>R2_2</td>
<td>872</td>
<td>4446</td>
<td>15,16</td>
<td></td>
</tr>
<tr>
<td>R2_3</td>
<td>769</td>
<td>4446</td>
<td>16,17</td>
<td></td>
</tr>
<tr>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td></td>
</tr>
<tr>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td></td>
</tr>
<tr>
<td>R4_2</td>
<td>756</td>
<td>4446</td>
<td>8,15,16,17</td>
<td></td>
</tr>
<tr>
<td>R4_3</td>
<td>680</td>
<td>4446</td>
<td>6,15,16,17</td>
<td></td>
</tr>
<tr>
<td>R4_4</td>
<td>826</td>
<td>4446</td>
<td>6,8,16,17</td>
<td></td>
</tr>
</tbody>
</table>

| COMBINED CPLEX SOLUTION | 564 | 4446 | C&D |

Table 5.17: CUTLOGIC 2D results (Problem instance 4)

The combinatoric process of the CUTLOGIC 2D software (set D) produces other cutting patterns to obtain set (C). The combined CPLEX solution (C&D) is better than the solutions obtained by both the original CUTLOGIC 2D software and the combinatoric process of the CUTLOGIC 2D.

P4: Combined CPLEX solution

The third step in this heuristic procedure (paragraph 4.3.1) is to combine the sets (A, B, C and D) of cutting patterns generated in Table 5.16 and Table 5.17. An integer linear programming model is formulated to solve the problem using CPLEX. Table 5.18 shows the results for the final solution obtained when all the cutting patterns are combined.
investigating some heuristic solution
s for the two-dimension cutting stock problem

<table>
<thead>
<tr>
<th>Solution</th>
<th>N-1 Waste</th>
<th>Total Waste</th>
<th>Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>COMBINED CPLEX SOLUTION</td>
<td>531</td>
<td>4446</td>
<td>A, B, C, D</td>
</tr>
</tbody>
</table>

Table 5.18: Combined CPLEX results (Problem instance 4)

The CPLEX solution over N-1 sheets for the corresponding set (A, B, C, D) is better than the solutions obtained from the applied solution procedures separately.

5.7.2 Real world application problem instances

The first heuristic procedure (paragraph 4.3.1) functioned well for small problems since it was able to produce better results. These small problems however do not indicate whether the heuristic procedure scales well when used to solve large industry-sized problem instances. This section consequently provides the results obtained from solving two larger problem instances using the second heuristic procedure (paragraph 4.3.2). The problem instances were obtained from PG Glass Pty.Ltd which deals with solving two-dimensional cutting stock problems and selling glass sheets.

The application of the heuristic procedure (paragraph 4.3.1) by implementing the Wang algorithm in a greedy way and also the CUTLOGIC 2D software to the real world problem instances results only in a few new cutting patterns being generated. Therefore the heuristic procedure (paragraph 4.3.2) was employed in order to try and generate additional cutting patterns that can be used in the integer linear programming model.

1. PG Problem instance 1

Table 5.19 indicates the problem instance PG 1 from PG Glass Company.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Stock Sheet Length(L) and Width(W)</th>
<th>Demand items length (l), width (w) and upper bound (b) where b specifies the number of times a demand rectangle must be cut with each type being denoted by (l, w, b).</th>
</tr>
</thead>
<tbody>
<tr>
<td>PG1</td>
<td>(1500,2125)</td>
<td>(290,1440,3);(585,955,1);(925,560,17);(950,290,12);(956,1195,2);(1440,1195,5);(1490,1140,1)</td>
</tr>
</tbody>
</table>

Table 5.19: Problem instance PG 1
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PG1: Wang algorithm solution (greedy approach)

The initial step in this heuristic procedure (paragraph 4.3.2) is to generate the first set (A) of cutting patterns using the Wang algorithm in a greedy way. Table 5.20 reports the number of sheets \( N \) utilized when solving the problem and the amount of waste generated by each sheet. The \( N-1 \) waste is calculated by adding the waste generated in each of the first \( N-1 \) sheets. In this case \( N \) represents 9 sheets while \( N-1 \) represents 8 sheets.

<table>
<thead>
<tr>
<th>Sheet Number</th>
<th>Waste per Sheet</th>
<th>Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>70980</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>213900</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>215580</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>248325</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>256000</td>
<td>A</td>
</tr>
<tr>
<td>6</td>
<td>322000</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>430700</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>673200</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>254100</td>
<td></td>
</tr>
<tr>
<td>N-1 Waste</td>
<td>2430685</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.20: Wang algorithm results (Problem instance PG1)

PG1: Generated Wang solution

The second step in this heuristic procedure (paragraph 4.3.2) is to generate further cutting patterns using a specified \( \beta \) to obtain the second set (B) of cutting patterns. Table 5.21 records the amount of waste generated in each cutting pattern involving \( \beta \). The process concerns generating cutting patterns for each \( \beta \). A smaller \( \beta \) contains less cutting patterns. A larger \( \beta \) contains patterns that appear with the smaller \( \beta \) and possible new ones. The patterns were compared and duplicates were removed.
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<table>
<thead>
<tr>
<th>$\beta$</th>
<th>Waste per Sheet</th>
<th>Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.03</td>
<td>70980</td>
<td></td>
</tr>
<tr>
<td>0.04</td>
<td>103725</td>
<td></td>
</tr>
<tr>
<td>0.04</td>
<td>111400</td>
<td></td>
</tr>
<tr>
<td>0.05</td>
<td>136725</td>
<td></td>
</tr>
<tr>
<td>0.05</td>
<td>144400</td>
<td>B</td>
</tr>
<tr>
<td>0.06</td>
<td>177400</td>
<td></td>
</tr>
<tr>
<td>0.07</td>
<td>213900</td>
<td></td>
</tr>
<tr>
<td>0.07</td>
<td>215580</td>
<td></td>
</tr>
<tr>
<td>0.08</td>
<td>236100</td>
<td></td>
</tr>
<tr>
<td>0.21</td>
<td>664900</td>
<td></td>
</tr>
<tr>
<td>0.22</td>
<td>691880</td>
<td></td>
</tr>
<tr>
<td>0.22</td>
<td>673200</td>
<td></td>
</tr>
<tr>
<td>0.22</td>
<td>697900</td>
<td></td>
</tr>
<tr>
<td>0.22</td>
<td>700325</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.21: Generated results (Problem instance PG1)

PG1: CUTLOGIC 2D solution

The third step of this heuristic procedure (paragraph 4.3.2) is to solve the problem using the CUTLOGIC 2D software to obtain the set (C) of cutting patterns. Table 5.22 reports the number of sheets ($N$) utilized when solving the problem and the amount of waste generated by each sheet. The $N$-1 waste is calculated by adding the waste generated in each of the first $N$-1 sheets. In this case $N$ represents 10 sheets while $N$-1 represents 9 sheets.

<table>
<thead>
<tr>
<th>Sheet Number</th>
<th>Waste per Sheet</th>
<th>Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>103912</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>214200</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>215793</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>215793</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>256275</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>397800</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>430950</td>
<td>C</td>
</tr>
<tr>
<td>8</td>
<td>430950</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>430950</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>2669500</td>
<td></td>
</tr>
</tbody>
</table>

N-1 Waste 2696623

Table 5.22: CUTLOGIC 2D solution (Problem instance PG1)
PG1: Combined CPLEX solution

The fourth step in this heuristic procedure (paragraph 4.3.2) is to combine all the sets (A, B, C) of cutting patterns generated in Table 5.20, 5.21 and 5.22. An integer linear programming model is formulated to solve the problem using CPLEX. Table 5.23 indicates the result for the final solution obtained when all the cutting patterns are combined. The $N-1$ waste is calculated by adding the waste generated in each of the first $N-1$ sheets. In this case $N$ represents 9 sheets while $N-1$ represents 8 sheets.

<table>
<thead>
<tr>
<th>Set</th>
<th>N-1 Waste</th>
</tr>
</thead>
<tbody>
<tr>
<td>COMBINED CPLEX Solution</td>
<td>1834985</td>
</tr>
</tbody>
</table>

Table 5.23: Combined CPLEX results (Problem instance PG1)

The CPLEX solution over $N-1$ sheets is better than the solution obtained by both the CUTLOGIC 2D software and the Wang algorithm.

2. PG Problem Instance 2

Table 5.24 depicts the problem instance PG 2 from PG Glass Company.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Stock Sheet Length($L$) and Width($W$)</th>
<th>Demand items length ($l$), width ($w$) and upper bound ($b$) where $b$ specifies the number of times a demand rectangle must be cut with each type being denoted by ($l$, $w$, $b$).</th>
</tr>
</thead>
<tbody>
<tr>
<td>PG2</td>
<td>(1000,1500)</td>
<td>(290,129,20);(585,355,4);(925,650,17);(950,290,12);(555,395,2);(650,796,5);(200,324,10)</td>
</tr>
</tbody>
</table>

Table 5.24: Problem instance PG 2

PG2: Wang algorithm solution (greedy approach)

The first step in this heuristic procedure (paragraph 4.3.2) is to generate the first set (A) of cutting patterns using the Wang algorithm in a greedy way. Table 5.25 indicates the number of sheets ($N$) utilized when solving the problem and the amount of waste generated by each sheet. The $N-1$ waste is calculated by adding all the waste generated in each of the first $N-1$ sheets. In this case $N$ represents 14 sheets while $N-1$ represents 13 sheets.
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<table>
<thead>
<tr>
<th>Sheet Number</th>
<th>Waste per Sheet</th>
<th>Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8610</td>
<td>A</td>
</tr>
<tr>
<td>2</td>
<td>23900</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>59500</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>59500</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>86890</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>122500</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>244775</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>244775</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>464000</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>464000</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>464000</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>464000</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>464000</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>465200</td>
<td></td>
</tr>
</tbody>
</table>

N-1 Waste | 2430685

Table 5.25: Wang algorithm results (Problem instance PG2)

PG2: Generated Wang solution

The second step in this heuristic procedure (paragraph 4.3.2) is to generate more cutting patterns using a specified $\beta$ to obtain the second set (B) of cutting patterns. Table 5.26 records the amount of waste generated in each cutting pattern involving $\beta$.

<table>
<thead>
<tr>
<th>$\beta$</th>
<th>Waste per Sheet</th>
<th>Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>11600</td>
<td>B</td>
</tr>
<tr>
<td>0.01</td>
<td>12450</td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>8610</td>
<td></td>
</tr>
<tr>
<td>0.02</td>
<td>25980</td>
<td></td>
</tr>
<tr>
<td>0.02</td>
<td>29235</td>
<td></td>
</tr>
<tr>
<td>0.02</td>
<td>25725</td>
<td></td>
</tr>
<tr>
<td>0.02</td>
<td>23900</td>
<td></td>
</tr>
<tr>
<td>0.02</td>
<td>27865</td>
<td></td>
</tr>
<tr>
<td>0.02</td>
<td>28880</td>
<td></td>
</tr>
<tr>
<td>.</td>
<td>.</td>
<td></td>
</tr>
<tr>
<td>.</td>
<td>.</td>
<td></td>
</tr>
<tr>
<td>.</td>
<td>.</td>
<td></td>
</tr>
<tr>
<td>0.04</td>
<td>53565</td>
<td></td>
</tr>
<tr>
<td>0.04</td>
<td>6215</td>
<td></td>
</tr>
<tr>
<td>0.04</td>
<td>58855</td>
<td></td>
</tr>
<tr>
<td>0.04</td>
<td>49955</td>
<td></td>
</tr>
<tr>
<td>0.04</td>
<td>51585</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.26: Generated results (Problem instance PG2)

PG2: CUTLOGIC 2D solution

The third step of this heuristic procedure (paragraph 4.3.2) is to solve the problem using the CUTLOGIC 2D software to obtain the set (C) of cutting patterns. Table 5.27 reports the
number of sheets \((N)\) utilized when solving the problem and the amount of waste generated by each sheet. The \(N-1\) waste is calculated by adding the waste generated in each of the first \(N-1\) sheets. In this case \(N\) represents 13 sheets while \(N-1\) represents 12 sheets.

<table>
<thead>
<tr>
<th>Sheet Number</th>
<th>Waste per Sheet</th>
<th>Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>59550</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>59550</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>59550</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>59550</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>59550</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>122550</td>
<td>C</td>
</tr>
<tr>
<td>7</td>
<td>132600</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>132600</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>144150</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>144150</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>144150</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>144150</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>874200</td>
<td></td>
</tr>
</tbody>
</table>

\[ \text{N-1 Waste} \quad 1262100 \]

Table 5.27: CUTLOGIC 2D results (Problem instance PG2)

PG2: Combined CPLEX solution

The fourth step in this heuristic procedure (paragraph 4.3.2) is to combine the sets (A, B, and C) of cutting patterns generated in Tables 5.25, 5.26 and 5.27. An integer linear programming model is formulated to solve the problem using CPLEX. Table 5.28 indicates the result for the final solution obtained when all the cutting patterns are combined. The \(N-1\) waste is calculated by adding the waste generated in each of the first \(N-1\) sheets. In this case \(N\) represents 13 sheets while \(N-1\) represents 12 sheets.

<table>
<thead>
<tr>
<th></th>
<th>N-1 Waste</th>
<th>Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>COMBINED CPLEX Solution</td>
<td>1261800</td>
<td>A,B,C</td>
</tr>
</tbody>
</table>

Table 5.28: Combined CPLEX results ((Problem instance PG2)

The CPLEX solution over \(N-1\) sheets is better than the solution obtained by both the CUTLOGIC 2D software and the Wang algorithm.

The heuristic procedure for solving the real world application problem instances worked well since better results were obtained.
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5.5 Summary

The large integer linear programming model was formulated using the sets of generated cutting patterns and CPLEX was used to solve the model. The heuristic procedure was employed to solve both small problem instances and real world application problem instances. In both cases the heuristic solution was able to obtain better solutions than those currently obtained.
Chapter 6: Empirical results

6.1 Introduction

This chapter discusses the results obtained from the empirical experimentation carried out in Chapter 5 by applying the heuristic procedure to both small problems and real world application problems. The small problem instances were gleaned from previous research papers while the instances regarding real world application problems were obtained from PG Glass Pty.Lty. The results arising from small problem instances are discussed in paragraph 6.2 whereas those stemming from real world applications are discussed in paragraph 6.3.

6.2 Small problem instances

The first heuristic procedure (paragraph 4.3.1) was used to solve the small problem instances and the results obtained were satisfactory.

6.2.1 Problem instance 1

Table 6.1 displays the results for the experiment conducted on the problem instance drawn from Cung (Cung et al., 2000:185). The table lists the software that was employed, the number of sheets that were utilized and the amount of waste generated.
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<table>
<thead>
<tr>
<th>Software Name</th>
<th>N-1 Sheets</th>
<th>N-1 Waste</th>
<th>N-1 Waste Percentage</th>
<th>Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wang algorithm</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Greedy algorithm</td>
<td>3</td>
<td>411</td>
<td>1.04</td>
<td>A</td>
</tr>
<tr>
<td>Combinatoric Process + CPLEX</td>
<td>3</td>
<td>343</td>
<td>0.65</td>
<td>B</td>
</tr>
<tr>
<td>CUTLOGIC 2D</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>3</td>
<td>846</td>
<td>2.14</td>
<td>C</td>
</tr>
<tr>
<td>Combinatoric Process + CPLEX</td>
<td>3</td>
<td>450</td>
<td>0.85</td>
<td>D</td>
</tr>
<tr>
<td>Combined cutting patterns + CPLEX</td>
<td>3</td>
<td>334</td>
<td>0.63</td>
<td>A,B,C,D</td>
</tr>
</tbody>
</table>

Table 6.1: Results for the first problem

All the software utilized the same number of sheets while the combined cutting patterns solved with CPLEX generated the least amount of waste over N-1 sheets. This was followed by the Wang algorithm (greedy) and the original CUTLOGIC 2D system came last.

Graph 6.1 displays a graphic representation of the waste percentage. The numbers on the Y-axis represent the percentage of waste generated.
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**Graph 6.1: Graphic representation of the waste percentage**

Looking at the waste percentage, it can be noted that the combined cutting patterns solved with CPLEX produce a relatively low amount of waste. This represents a saving of more than twice the waste generated by the original CUTLOGIC 2D system.

**6.2.2 Problem instance 2**

Table 6.2 reports the results for the experiment carried out with regard to the problem instance drawn from Christofides & Whitlock (Christofides & Whitlock, 1977:30). The table indicates the software that was employed, the number of sheets that were utilized and the amount of waste generated.
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<table>
<thead>
<tr>
<th>Software Name</th>
<th>N-1 Sheets</th>
<th>N-1 Waste</th>
<th>N-1 Waste Percentage</th>
<th>Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wang algorithm</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Greedy algorithm</td>
<td>5</td>
<td>1525</td>
<td>10.89</td>
<td>A</td>
</tr>
<tr>
<td>Combinatoric Process + CPLEX</td>
<td>5</td>
<td>844</td>
<td>6.30</td>
<td>B</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CUTLOGIC 2D</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>5</td>
<td>753</td>
<td>5.38</td>
<td>C</td>
</tr>
<tr>
<td>Combinatoric Process + CPLEX</td>
<td>5</td>
<td>745</td>
<td>5.32</td>
<td>D</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Combined cutting patterns +</td>
<td>5</td>
<td>745</td>
<td>5.32</td>
<td>A,B,C,D</td>
</tr>
<tr>
<td>CPLEX</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6.2: Results for the second problem

All the software utilized the same number of sheets while the combined cutting patterns solved with CPLEX and the combinatoric process of the CUTLOGIC 2D system generated the least amount of waste over N-1 sheets. This was followed by the Wang algorithm (greedy).

Graph 6.2 displays a graphic representation of the waste percentage. The numbers on the Y-axis represent the percentage of waste generated.

Graph 6.2: Graphic representation of the waste percentage
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Considering the waste percentage in this problem it can be noted that the combined cutting patterns solved with CPLEX and the combinatoric process of the CUTLOGIC 2D software produce a relatively low amount of waste. This represents a saving of more than twice the waste generated by the Wang algorithm (greedy).

6.2.3 Problem instance 3

Table 6.3 displays the results for the experiment carried out with regards to problem instance drawn from Tschêke & Holthöfer (Tschêke & Holthöfer, 1995:285). The table indicates the software that was employed, the number of sheets that were utilized and the amount of waste generated.

<table>
<thead>
<tr>
<th>Software Name</th>
<th>N-1 Sheets</th>
<th>N-1 Waste</th>
<th>N-1 Waste Percentage</th>
<th>Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wang algorithm</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Greedy algorithm</td>
<td>4</td>
<td>902</td>
<td>2.30</td>
<td>A</td>
</tr>
<tr>
<td>Combinatoric Process + CPLEX</td>
<td>4</td>
<td>498</td>
<td>1.27</td>
<td>B</td>
</tr>
<tr>
<td>CUTLOGIC 2D</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>4</td>
<td>669</td>
<td>1.71</td>
<td>C</td>
</tr>
<tr>
<td>Combinatoric Process + CPLEX</td>
<td>4</td>
<td>523</td>
<td>1.33</td>
<td>D</td>
</tr>
<tr>
<td>Combined cutting patterns + CPLEX</td>
<td>4</td>
<td>471</td>
<td>0.95</td>
<td>A,B,C,D</td>
</tr>
</tbody>
</table>

Table 6.3: Results for the third problem

All the software utilized the same number of sheets while the combined cutting patterns solved with CPLEX generated the least amount of waste over N-1 sheets. This was followed by the combinatoric process of the Wang algorithm while the Wang algorithm (greedy) came last.

Graph 6.3 displays a graphic representation of the waste percentage. The numbers on the Y-axis represent the percentage of waste generated.
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Graph 6. 3: Graphic representation of the waste percentage

Considering the waste percentage for this problem it can be noted that the combined cutting patterns solved with CPLEX produce a relatively low amount of waste. This represents a saving of more than twice the waste generated by the Wang algorithm (greedy).

6.2.4 Problem instance 4

Table 6.4 displays the results for the experiment carried out with regards to the problem instance drawn from Hifi (Hifi, 1997:727). The table displays the software that was employed, the number of sheets that were utilized and the amount of waste generated.
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<table>
<thead>
<tr>
<th>Software Name</th>
<th>N-1 Sheets</th>
<th>N-1 Waste</th>
<th>N-1 Waste Percentage</th>
<th>Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wang algorithm</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Greedy algorithm</td>
<td>6</td>
<td>1289</td>
<td>3.84</td>
<td>A</td>
</tr>
<tr>
<td>Combinatoric Process + CPLEX</td>
<td>6</td>
<td>1097</td>
<td>3.26</td>
<td>B</td>
</tr>
<tr>
<td>CUTLOGIC 2D</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>6</td>
<td>673</td>
<td>2.00</td>
<td>C</td>
</tr>
<tr>
<td>Combinatoric Process + CPLEX</td>
<td>6</td>
<td>564</td>
<td>1.68</td>
<td>D</td>
</tr>
<tr>
<td>Combined cutting patterns + CPLEX</td>
<td>6</td>
<td>531</td>
<td>1.35</td>
<td>A,B,C,D</td>
</tr>
</tbody>
</table>

**Table 6.4: Results for the fourth problem**

All the software utilized the same number of sheets whereas the combined cutting patterns solved with CPLEX generated the least amount of waste over N-1 sheets. This was followed by the combinatoric process of the CUTLOGIC 2D system while then the original CUTLOGIC came last.

Graph 6.4 displays a graphic representation of the waste percentage. The numbers on the Y-axis represent the percentage of the waste generated.
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Graph 6.4: Graphic representation of the waste percentage

Considering the waste percentage for this problem it can be noted that the combined cutting patterns solved with CPLEX produce a relatively low amount of waste. This represents a saving of more than twice the waste generated by the Wang algorithm (greedy).

The heuristic procedure worked well in small problem instances since it produced better results than those currently produced by both the CUTLOGIC 2D system and the Wang algorithm.

6.3 Real world application problem instances

The second heuristic procedure (paragraph 4.3.2) was used to solve the real world application problem instances and the results obtained were satisfactory.

6.3.1 PG Problem instance 1

Table 6.5 displays the results for the experiment carried out with regards to the data from the first real world application problem instance. The table displays the software that was employed, the number of sheets that were utilized and the amount of waste generated.
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<table>
<thead>
<tr>
<th>Software Name</th>
<th>N-1 Sheets</th>
<th>N-1 Waste</th>
<th>N-1 Waste Percentage</th>
<th>Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wang algorithm</td>
<td>8</td>
<td>2430685</td>
<td>9.50</td>
<td>A</td>
</tr>
<tr>
<td>CUTLOGIC 2D</td>
<td>9</td>
<td>2696623</td>
<td>9.40</td>
<td>B</td>
</tr>
<tr>
<td>Combined cutting patterns + CPLEX</td>
<td>8</td>
<td>1834985</td>
<td>7.12</td>
<td>A,B</td>
</tr>
</tbody>
</table>

Table 6.5: Results for PG1

The Wang algorithm and the combined cutting patterns solved with CPLEX utilized the same number of sheets whereas the CUTLOGIC 2D system utilized more sheets. The combined cutting patterns solved with CPLEX generate the least amount of waste over \( N-1 \) sheets. This was followed by the Wang algorithm. The CUTLOGIC 2D system performed poorly and required an extra sheet.

Graph 6.5 displays a graphic representation of the waste percentage. The numbers on the Y-axis represent the percentage of waste generated.

Graph 6.5: Graphic representation of the waste percentage

Considering the waste percentage for this problem it can be noted that the combined cutting patterns solved with CPLEX produces a relatively low amount of waste.
6.3.2 PG Problem instance 2

Table 6.6 displays the results for the experiment carried out on the data from the second real world application problem instance. The table shows the software used, the number of sheets utilized and the amount of waste generated.

<table>
<thead>
<tr>
<th>Software Name</th>
<th>N-1 Sheets</th>
<th>N-1 Waste</th>
<th>Waste Percentage</th>
<th>Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wang algorithm</td>
<td>13</td>
<td>2430685</td>
<td>2.40</td>
<td>A</td>
</tr>
<tr>
<td>CUTLOGIC 2D</td>
<td>12</td>
<td>1262100</td>
<td>7.0112</td>
<td>B</td>
</tr>
<tr>
<td>Combined cutting patterns + CPLEX</td>
<td>12</td>
<td>1261800</td>
<td>7.01</td>
<td>A,B</td>
</tr>
</tbody>
</table>

Table 6.6: Results for PG2

The CUTLOGIC 2D system and the combined cutting patterns solved with CPLEX utilized the same number of sheets whereas the Wang algorithm utilized more sheets. The combined cutting patterns solved with CPLEX generated the least amount of waste over N-1 sheets. This was followed by the CUTLOGIC 2D system. The Wang algorithm performed poorly and required an extra sheet.

Graph 6.6 displays a graphic representation of the waste percentage. The numbers on the Y-axis represent the percentage of waste generated.
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6.4 Summary

This chapter discusses the results obtained from the empirical experimentation carried out in Chapter 5 by applying the heuristic procedure to both small and real world application problems. Graphic representations were used to illustrate the amount of waste percentage generated by the different methods.

Graph 6.6: Graphic representation of the waste percentage

Considering the waste percentage for this problem it can be noted that the combined cutting patterns solved with CPLEX produces a relatively low amount of waste.

Furthermore it is noted that (in general) the heuristic procedure produces a relatively low amount of waste. Although as is common with heuristic procedures, it cannot be guaranteed how far from optimal the results obtained are, since the optimal result is not known. It is quite clear that the heuristic procedure for the 2DSSSCSP produces better cutting patterns which are better than what is currently obtained.
Chapter 7: Conclusions and further research

7.1 Introduction

This chapter discusses the results obtained in terms of the aims and objectives of the study. Some challenges are considered that could help to improve the development of algorithms for solving the 2DSSSCSP in the future. The research problem in this study has been to investigate some heuristic procedures for solving the 2DSSSCSP. In the light of the importance of this type of problem and the fact that there is relatively few research articles on this specific problem, any significant improvement should be desirable.

The main aims and objectives of the study have been to:

- Study the 2DSSSCSP and the associated trim-loss problem by reading articles and books in the field of cutting stock problems and concentrating on algorithms and heuristics for the 2DSSSCSP (see paragraph 7.2);
- Study the Wang algorithm and employ an implementation thereof to solve the trim-loss problem and also solve instances of the 2DSSSCSP (see paragraph 7.3);
- Investigate and assess some commercial software packages available to solve the 2DSSSCSP (see paragraph 7.4);
- Develop heuristic procedures based on integer linear programming models that can solve the 2DSSSCSP (see paragraph 7.5);
- Report on and interpret the findings from the selected software when used to conduct empirical experimentation in order to solve certain problems drawn from the literature and industry (see paragraph 7.6).

The extent to which these aims and objectives of the study have been realized is discussed below.

7.2 A literature study on the 2DSSSCSP and the trim-loss problem

The second chapter of this dissertation gave an overview of the existing literature of the CSP and the 2DCSP. Descriptions of related fields of study within the CSP environment as well as
previous research in this field were discussed. Since the 2DSSSCSP is a special type of the 2DCSP, much reading was carried out in order to understand the 2DCSP. Since the 2DSSSCSP has been studied less than the other CSPs, available research articles concerning the 2DSSSCSP were studied. Studying this material provided a better understanding of the 2DSSSCSP and the importance of its applicability in the industry.

7.3 The Wang algorithm and an implementation thereof

The third chapter of the study gave a discussion of the Wang algorithm that is used when solving the 2DSSSCSP. This algorithm was employed in two ways in this study. Firstly, since it is basically an algorithm to solve the trim loss problem (thus one large object at a time); it was used to solve the 2DSSSCSP by means of a greedy approach. Secondly it was adapted to generate cutting patterns to be used when formulating an integer linear programming model to solve the 2DSSSCSP, which was discussed in Chapter 5.

The trim loss problem was investigated in Chapter 3 since it forms part of the Wang algorithm. Empirical experimentation was carried out by means of the Wang algorithm using data from previous research papers.

7.4 Assessment of some commercial software packages to solve the 2DSSSCSP

The third chapter of the study also gave an overview of some of the two-dimensional cutting stock software packages available in the market. These packages are used to solve the 2DSSSCSP. The overview helped in highlighting the differences among the industry-oriented software packages presently available. Empirical experiments were carried out to test some of these packages using data from previous research papers. Through such experimentation, it was found that the CUTLOGIC 2D software is one of the best packages that are currently being used to solve the 2DSSSCSP. Therefore the CUTLOGIC 2D software was used further in the research study.
7.5 Integer linear programming models to solve the 2DSSSCSP

The fourth chapter gave an explanation of heuristic procedures for solving the 2DSSSCSP. This was achieved by developing two heuristic procedures that generate additional cutting patterns. The first was employed according to the following strategy.

- An initial generation of cutting patterns using the CUTLOGIC 2D software and the Wang algorithm in a greedy way. This was undertaken to obtain the first set of cutting patterns.
- Further generation of cutting patterns by employing a combinatoric process which ensures different starting points in order to generate additional cutting patterns. This method generated a second set of cutting patterns.
- The generated sets of cutting patterns were combined to form one set of cutting patterns to be used in an integer linear programming model to be solved by means of CPLEX.

The second heuristic procedure was used to also generate additional cutting patterns by using a range of specified $\beta$-values applied to the Wang algorithm. These cutting patterns were furthermore employed to formulate an integer linear programming model to be solved.

7.6 Reporting on results

Different sets of cutting patterns were generated to formulate an integer linear programming model to solve the 2DSSSCSP. The layout of the heuristic procedure was given in Chapter 4 while the mathematical formulation of the problem was performed in Chapter 5.

To illustrate and test the heuristic procedure proposed, small problem instances collected from previous research papers as well as real world application problem instances from a large corporation called PG Glass Pty.Ltd were used. The integer linear programming model was solved using an optimization solver called IBM ILOG CPLEX which is a commercial optimization tool. The results were presented and discussed in Chapter 6.

The main result of the heuristic procedure was that it produced better results than what is currently being offered in the market. It is known that solving the 2DSSSCSP to optimality
can be economically momentous to such an extent that even small improvements in the cutting layout can result in large savings of material. The proposed heuristic algorithm could therefore be of great value in the market.

7.7 Further research

It has been established through the empirical experimentation carried out in Chapter 5 that the heuristic procedure developed for solving the 2DSSSCSP produces better results. The major challenge in applying this heuristic procedure is the time it takes to generate cutting patterns. Therefore further research may result in faster algorithms.

It could be worthwhile to study further the possibility of reducing the number of infeasible cutting patterns generated when using $\beta$. In the present Wang algorithm, all possible cutting patterns are allowed to be generated, of which many are duplicates. The process of removing duplicates is time consuming. More efficient ways of data handling may improve the solution.

7.8 Conclusions

The work presented in this study described a new heuristic procedure that could be used by research organizations and large companies to solve the 2DSSSCSP. Small problem instances and real world application problem instances were made use of to test this new heuristic procedure, and the results obtained were satisfactory. Possible improvements can still be achieved since the method used in this study is a non-exact method and thus, the results obtained provide no guarantee regarding optimality.

Nonetheless, one of the benefits of the approaches used in this dissertation is that certain existing systems could be used to achieve a significant improvement in wastage reduction.
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