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Abstract

Keywords: Permanent-magnet synchronous machine (PMSM), vector control, volts-per-hertz
(V/f) control, voltage source inverter, speed observer, dead-time compensation

The McTronX research group, at the Potchefstroom campus of the North-West University, has
been researching Active Magnetic Bearings (AMBs). A fully suspended, flywheel energy storage
system (FESS) has been developed. Due to excessive unbalance on the rotor, the motor drive
could not be tested up to its rated speed. In the interim, until the rotor can be balanced and
other rotor dynamic effects have been investigated, the group decided that the existing drive
control should be improved and tested on a high-speed permanent magnet synchronous motor
(PMSM), using normal roller element bearings.

In order to test the motor control a second (identical) PMSM, mechanically coupled to the
former, operates in generator mode which serves as the torque load. Two different control al-
gorithms, namely V/f and vector control, are designed and implemented on a rapid control
prototyping system, i.e. dSPACE®. The V/f control is an open-loop, position sensorless tech-
nique, whilst the vector controller makes use of a position sensor.

From the design and implementation it became clear that the vector control is more robust,
in the sense that it is less sensitive on parameter variations and disturbances. It can start up
reliably even under full load conditions.

The V/f control is an attractive alternative to the vector control, especially in AMB systems,
where it may be difficult to mount the position sensor, has to operate in a hazardous environment
not suited to the sensor or could degrade the reliability of the AMB system. The cost of the
position sensor is not really a concern compared to the cost of an AMB system. The V/f control
is more suited to fan and pump applications, which has a low dynamic requirement. The V/f
control has high startup currents and is not recommended for applications requiring a high
starting torque or fast acceleration during operation.

The inverter, which drives the PMSM, also had to be developed. With regard to the motor
control, the effects of inverter non-idealities had to be accounted, especially for the V/f control.

The implemented control algorithms were tested up to 20 krpm. Discrepancies between the ex-
pected and actual results are discussed. Overall, the controllers performed as desired. Generally,
the project goals have been reached satisfactorily.

i



ii



Acknowledgements

I would like to thank my advisor, Prof. Robert Holm, for his encouragement, sober advice and
the stories about aeroplanes.

Thank you to Mr. André Grobler, my assistant-supervisor, for his friendly nature and helping
me with winding of one of the PMSM stators. Through trial and error it took us weeks, but by
now we’re pro machine winders and could do it in a day, literally!

Without the physical high-speed PMSMs (despite the faults), I would not have been able to
test the controllers, hence, thank you to Dr. Eugén Ranft and Mr. Cornelius Ranft for the
mechanical design and construction of the PMSMs. Also, thank you to Mr. Dewald Herbst for
the layout of the sensor and interface boards.

I would also like to thank M-Tech Industrial, THRIP and the North-West University for funding
this project and allowing me to further my studies.

Thank you to all of the other McTronX research group members for their interest in the project
and the coffee break talks.

Last, but not least, I would like to thank my parents and family for their encouragement and
support.

iii



iv



“2Aan U, o God, kom ’n lofsang toe in Sion: geloftes moet betaal word 3aan U wat
die gebed verhoor. Na U toe sal alle mense kom 4om hulle skuld te bely. Ons
sondes het ons ingehaal, maar U maak ons daarvan vry.” Psalm 65: 2-4



vi



Contents

1 Introduction 1

1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1.1 General background of electric machine control . . . . . . . . . . . . . . . 1

1.1.2 Background specifically leading to this project . . . . . . . . . . . . . . . . 2

1.2 Problem Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.3 Issues to be addressed . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.4 Research methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.4.1 Literature study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.4.2 PMSM modelling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.4.3 Control system modelling . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.4.4 Hardware specification and procurement . . . . . . . . . . . . . . . . . . . 5

1.4.5 System integration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.4.6 Control implementation and evaluation . . . . . . . . . . . . . . . . . . . . 5

1.5 Dissertation overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2 Literature study 7

2.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.1.1 Machine classification and comparison . . . . . . . . . . . . . . . . . . . . 7

2.1.2 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.2 PMSM drive modelling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.2.1 PMSM models available in the literature . . . . . . . . . . . . . . . . . . 9

2.2.2 Mathematical model of the PMSM . . . . . . . . . . . . . . . . . . . . . . 10

2.2.2.1 Stationary three-phase flux linkage . . . . . . . . . . . . . . . . . 11

2.2.2.2 Three- to two-phase coordinate transformation . . . . . . . . . . 13

vii



CONTENTS Contents

2.2.2.3 Stationary to rotating coordinate transformation . . . . . . . . . 14

2.2.2.4 Voltage model of the PMSM in the rotor reference frame . . . . 15

2.2.2.5 Electromagnetic torque . . . . . . . . . . . . . . . . . . . . . . . 17

2.2.2.6 Rotor dynamic equation of motion . . . . . . . . . . . . . . . . . 19

2.2.2.7 State-space model . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.2.2.8 Space vectors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.2.3 PMSM parameter identification . . . . . . . . . . . . . . . . . . . . . . . 20

2.2.3.1 PMSM circuit parameters from terminal measurements . . . . . 20

2.2.3.2 Least squares parameter identification of the PMSM . . . . . . 21

2.2.4 Inverter modelling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.2.4.1 Inverter control . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.2.4.2 Inverter non-ideality compensation . . . . . . . . . . . . . . . . . 28

2.2.4.3 Determination of phase-to-neutral voltages . . . . . . . . . . . . 31

2.3 PMSM control strategies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

2.3.1 V/f Control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

2.3.1.1 Principle of operation . . . . . . . . . . . . . . . . . . . . . . . . 32

2.3.1.2 Stabilization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

2.3.1.3 Efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

2.3.2 Vector control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

2.3.2.1 Principle of operation . . . . . . . . . . . . . . . . . . . . . . . . 34

2.3.2.2 Current control loop . . . . . . . . . . . . . . . . . . . . . . . . . 35

2.3.2.3 Different control objectives . . . . . . . . . . . . . . . . . . . . . 36

2.3.2.4 Field weakening . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

2.3.3 Sensorless vector control . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

2.3.4 Direct torque control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

2.3.4.1 Principle of operation . . . . . . . . . . . . . . . . . . . . . . . . 40

2.3.4.2 DTC control features . . . . . . . . . . . . . . . . . . . . . . . . 41

2.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

viii



CONTENTS Contents

3 Controller design 43

3.1 Design preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

3.1.1 PMSM parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

3.1.2 PMSM simulation model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

3.2 Vector control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

3.2.1 Current control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.2.1.1 Linearized model via feed-forward terms . . . . . . . . . . . . . . 45

3.2.1.2 Digital control design preliminaries . . . . . . . . . . . . . . . . . 49

3.2.1.3 Current control design . . . . . . . . . . . . . . . . . . . . . . . . 52

3.2.1.4 Current control simulation . . . . . . . . . . . . . . . . . . . . . 56

3.2.2 Speed signal extraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

3.2.2.1 Numerical differentiation . . . . . . . . . . . . . . . . . . . . . . 61

3.2.2.2 Speed observer . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

3.2.2.3 Modified speed observer . . . . . . . . . . . . . . . . . . . . . . . 66

3.2.3 Speed control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

3.2.3.1 Speed control design . . . . . . . . . . . . . . . . . . . . . . . . . 71

3.2.3.2 Speed reference generator . . . . . . . . . . . . . . . . . . . . . . 74

3.2.3.3 Simulation model . . . . . . . . . . . . . . . . . . . . . . . . . . 75

3.2.3.4 Simulation results . . . . . . . . . . . . . . . . . . . . . . . . . . 77

3.2.4 Load torque control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

3.3 V/f Control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

3.3.1 Constant flux linkage control . . . . . . . . . . . . . . . . . . . . . . . . . 84

3.3.2 Linearized PMSM model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

3.3.3 Stabilization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

3.3.3.1 Unstable open-loop operation . . . . . . . . . . . . . . . . . . . . 89

3.3.3.2 Reduced order model . . . . . . . . . . . . . . . . . . . . . . . . 89

3.3.3.3 Stabilization via synchronous frequency modulation . . . . . . . 94

3.3.3.4 Low speed boost voltage . . . . . . . . . . . . . . . . . . . . . . . 98

3.3.3.5 Verification of stabilization with synchronous frequency modula-
tion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

3.3.4 High efficiency control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

ix



CONTENTS Contents

3.3.5 Current measurement decoupling . . . . . . . . . . . . . . . . . . . . . . . 102

3.3.6 V/f control simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

3.3.6.1 Simulation model . . . . . . . . . . . . . . . . . . . . . . . . . . 103

3.3.6.2 Simulation results . . . . . . . . . . . . . . . . . . . . . . . . . . 107

3.4 Inverter non-ideality compensation . . . . . . . . . . . . . . . . . . . . . . . . . . 113

3.4.1 DC bus disturbance rejection . . . . . . . . . . . . . . . . . . . . . . . . . 113

3.4.1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

3.4.1.2 DC bus rectifier and capacitor model . . . . . . . . . . . . . . . 114

3.4.1.3 Control simulation models with disturbance rejection . . . . . . 115

3.4.1.4 Disturbance rejection simulation response . . . . . . . . . . . . . 117

3.4.2 Dead-time compensation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

3.4.2.1 Dead-time average value model . . . . . . . . . . . . . . . . . . . 120

3.4.2.2 Control models with dead-time compensation . . . . . . . . . . . 120

3.4.2.3 Dead-time compensation simulation results . . . . . . . . . . . . 122

3.4.3 Duty cycle quantization noise suppression . . . . . . . . . . . . . . . . . . 124

3.4.3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

3.4.3.2 Control models with quantization noise suppression . . . . . . . 124

3.4.3.3 Quantization noise suppression simulation results . . . . . . . . . 125

3.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

4 Implementation issues 129

4.1 Drive layout . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129

4.2 Specification of drive components . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

4.2.1 IGBT Voltage rating . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

4.2.2 IGBT Current rating . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

4.2.3 Inverter thermal verification . . . . . . . . . . . . . . . . . . . . . . . . . . 132

4.2.4 Rectifier design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

4.2.4.1 Filter inductance design . . . . . . . . . . . . . . . . . . . . . . . 136

4.2.4.2 DC bus capacitor design . . . . . . . . . . . . . . . . . . . . . . . 140

4.2.4.3 Three-phase diode bridge . . . . . . . . . . . . . . . . . . . . . . 142

4.3 Isolation and protection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

x



CONTENTS Contents

4.3.1 Three-phase transformer . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

4.3.2 DC bus inrush current limiting . . . . . . . . . . . . . . . . . . . . . . . . 143

4.3.3 Inverter dead-time selection . . . . . . . . . . . . . . . . . . . . . . . . . . 144

4.3.4 Inverter snubber capacitors . . . . . . . . . . . . . . . . . . . . . . . . . . 144

4.3.5 Inverter current limiting . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145

4.3.6 DC bus overvoltage protection . . . . . . . . . . . . . . . . . . . . . . . . 147

4.3.7 Controller protection from sensor signals . . . . . . . . . . . . . . . . . . . 147

4.4 Drive sensors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148

4.4.1 Voltage and current sensors . . . . . . . . . . . . . . . . . . . . . . . . . . 148

4.4.2 Temperature sensors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149

4.4.3 Position sensor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149

4.4.3.1 Sensor mounting . . . . . . . . . . . . . . . . . . . . . . . . . . . 150

4.4.3.2 Communication to controller . . . . . . . . . . . . . . . . . . . . 150

4.4.3.3 Offset zeroing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151

4.5 EMI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151

4.5.1 Shielding and filtering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151

4.5.2 Synchronized sampling of sensor signals . . . . . . . . . . . . . . . . . . . 153

4.6 Computation improvements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

4.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

5 Controller results 157

5.1 PMSM drive protection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

5.1.1 Inrush current limiting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

5.1.2 Inverter current limiting . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158

5.1.3 Inverter dead-time . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160

5.2 Vector Control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161

5.2.1 Current control results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161

5.2.2 Speed control results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164

5.2.2.1 Speed control ripple . . . . . . . . . . . . . . . . . . . . . . . . . 164

5.2.2.2 Speed control ramp response . . . . . . . . . . . . . . . . . . . . 166

5.2.2.3 Speed control frequency response . . . . . . . . . . . . . . . . . . 166

xi



CONTENTS Contents

5.3 V/f Control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167

5.3.1 Speed control ramp response . . . . . . . . . . . . . . . . . . . . . . . . . 167

5.3.2 Speed control frequency response . . . . . . . . . . . . . . . . . . . . . . . 169

5.4 Control efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170

5.5 Control evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171

5.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172

6 Conclusion and recommendations 175

6.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175

6.1.1 Vector control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175

6.1.2 V/f control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175

6.1.3 Design methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175

6.2 Recommendations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176

6.2.1 Sensorless vector control . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176

6.2.2 Unification of V/f and sensorless vector control . . . . . . . . . . . . . . . 176

6.2.3 Mechanical vibration and bearing losses . . . . . . . . . . . . . . . . . . . 177

6.2.4 Drive recommendations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178

6.2.4.1 Sensor and interface board redesign . . . . . . . . . . . . . . . . 178

6.2.4.2 Brake circuit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178

6.2.4.3 Three-phase transformer . . . . . . . . . . . . . . . . . . . . . . . 179

6.2.4.4 Influence of PWM switching frequency on total drive losses . . . 179

6.3 Closure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179

References 180

A Parameter identification 189

A.1 PMSM circuit parameters from terminal measurements . . . . . . . . . . . . . . . 189

A.2 PMSM mechanical parameters from calculation . . . . . . . . . . . . . . . . . . . 190

A.3 Least squares parameter identification of the PMSM . . . . . . . . . . . . . . . . 191

B Detail mechanical drawings 195

B.1 Detail rotor assembly . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195

B.2 Detail stator assembly . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195

C Files on CD 199

xii



List of Figures

2.1 Electrical Machine Categories (Combination of [1, 2]) . . . . . . . . . . . . . . . . 8

2.2 Conceptual PMSM drive. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.3 Cross-sectional view of PMSM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.4 Three-phase IGBT inverter. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.5 Voltage output with sine-triangle modulation. . . . . . . . . . . . . . . . . . . . . 25

2.6 Voltage output with hysteresis modulation. . . . . . . . . . . . . . . . . . . . . . 27

2.7 Voltage space vectors [3]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

2.8 DC bus voltage disturbance rejection. . . . . . . . . . . . . . . . . . . . . . . . . 29

2.9 Dead-time effect. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

2.10 Current ripple due to dead-time distortion. . . . . . . . . . . . . . . . . . . . . . 31

2.11 Open loop V/f control. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

2.12 Vector control. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

2.13 Sensorless vector control [4]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

2.14 Direct torque and flux control [5] . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

3.1 PMSM simulation model (motor). . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.2 PMSM simulation model sub-domains. . . . . . . . . . . . . . . . . . . . . . . . . 46

3.3 dq0 transformations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

3.4 PMSM model user-interface. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

3.5 Measured current vs. actual current due to sampler delay. . . . . . . . . . . . . . 49

3.6 Zero-order hold approximation error. . . . . . . . . . . . . . . . . . . . . . . . . . 52

3.7 Current control block diagram. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

3.8 Bode diagram of current control open-loop gain. . . . . . . . . . . . . . . . . . . . 54

3.9 Bode diagram of current control closed-loop gain. . . . . . . . . . . . . . . . . . . 55

xiii



LIST OF FIGURES List of Figures

3.10 Current control step response. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

3.11 Current control model interfaced with PMSM model. . . . . . . . . . . . . . . . . 56

3.12 Current control simulation model. . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

3.13 Feed-forward linearization terms. . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

3.14 Measurement delay decoupling. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

3.15 PI control model with anti-windup. . . . . . . . . . . . . . . . . . . . . . . . . . . 58

3.16 Third harmonic injection term. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

3.17 Inverter simulation model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

3.18 Current step response with performance measures. . . . . . . . . . . . . . . . . . 61

3.19 Speed from position via backward difference. . . . . . . . . . . . . . . . . . . . . . 62

3.20 Numerical differentiation algorithm response. . . . . . . . . . . . . . . . . . . . . 63

3.21 Bode diagram for observer speed transfer function. . . . . . . . . . . . . . . . . . 65

3.22 Speed and load torque observer. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

3.23 Speed observer step response. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

3.24 Modified speed and load torque observer. . . . . . . . . . . . . . . . . . . . . . . 67

3.25 Modified speed observer step response. . . . . . . . . . . . . . . . . . . . . . . . . 69

3.26 Modified speed observer Bode diagram. . . . . . . . . . . . . . . . . . . . . . . . . 69

3.27 Observer frequency response, α = 0.65. . . . . . . . . . . . . . . . . . . . . . . . . 70

3.28 Speed control block diagram. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

3.29 Speed control stability margins. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

3.30 Speed control closed-loop Bode diagram. . . . . . . . . . . . . . . . . . . . . . . . 73

3.31 Closed-loop speed-control step response. . . . . . . . . . . . . . . . . . . . . . . . 73

3.32 Speed reference generator for vector control. . . . . . . . . . . . . . . . . . . . . . 75

3.33 Top level of speed control simulation model. . . . . . . . . . . . . . . . . . . . . . 75

3.34 Combined speed and current control. . . . . . . . . . . . . . . . . . . . . . . . . . 76

3.35 Measurement decoupling, speed observer and voltage feed-forward linearization. . 77

3.36 PI speed controller. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

3.37 Speed control step response, α = 1. . . . . . . . . . . . . . . . . . . . . . . . . . . 78

3.38 Speed control step response with underestimated motor parameters and input,
α = 0.65. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

xiv



LIST OF FIGURES List of Figures

3.39 Speed control step response with overestimated motor parameters and input,
α = 1.35. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

3.40 Speed ramp and torque load step response. . . . . . . . . . . . . . . . . . . . . . 79

3.41 Current response to speed ramp and load torque step without measurement de-
coupling and feed-forward linearization. . . . . . . . . . . . . . . . . . . . . . . . 80

3.42 Response with quantizer included. . . . . . . . . . . . . . . . . . . . . . . . . . . 80

3.43 Speed response comparison with different modulation schemes. . . . . . . . . . . 81

3.44 PMSM simulation model (generator). . . . . . . . . . . . . . . . . . . . . . . . . . 82

3.45 Motor and generator interconnection. . . . . . . . . . . . . . . . . . . . . . . . . . 83

3.46 PMSM generator control. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

3.47 Motor assist soft-switching. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

3.48 PMSM variables in the synchronous reference frame. . . . . . . . . . . . . . . . . 85

3.49 Root loci of open-loop V/f control. . . . . . . . . . . . . . . . . . . . . . . . . . . 89

3.50 Block diagram of linearized mechanical dynamics. . . . . . . . . . . . . . . . . . . 90

3.51 Bode diagram of exact and reduced order model for ωr0 = 2π50 rad.s−1. . . . . . 93

3.52 Bode diagram of exact and reduced order model for ωr0 = 2π60 rad.s−1. . . . . . 94

3.53 Rearranged open-loop V/f control block diagram. . . . . . . . . . . . . . . . . . . 94

3.54 Dependence of electromechanical spring constant (Ke0) on operating point. . . . 95

3.55 Compensation of speed perturbation in the feedback path. . . . . . . . . . . . . . 95

3.56 Simplified block diagram of open-loop V/f control with stabilization loop. . . . . 97

3.57 Damping ratio as a function of operating speed. . . . . . . . . . . . . . . . . . . . 98

3.58 Root loci of open-loop V/f control with stabilization loop (kc = 10

|ω∗
r0|

). . . . . . . 100

3.59 Zero reactive power control loop. . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

3.60 Top level of V/f control simulation model. . . . . . . . . . . . . . . . . . . . . . . 103

3.61 Speed reference generator for V/f control. . . . . . . . . . . . . . . . . . . . . . . 104

3.62 Lower level of V/f control simulation model. . . . . . . . . . . . . . . . . . . . . . 104

3.63 V/f control stabilization from power perturbation . . . . . . . . . . . . . . . . . . 105

3.64 Calculation of resultant terminal voltage. . . . . . . . . . . . . . . . . . . . . . . 106

3.65 V/f control high efficiency loop implementation. . . . . . . . . . . . . . . . . . . . 106

3.66 Calculation of enable signals of the different control loops. . . . . . . . . . . . . . 107

3.67 V/f control response with and without stabilization loop. . . . . . . . . . . . . . . 108

xv



LIST OF FIGURES List of Figures

3.68 Startup response with and without boost voltage. . . . . . . . . . . . . . . . . . . 108

3.69 Torque load step response, at ωr0 = 20 krpm, with and without the high efficiency
loop. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

3.70 Response with and without current measurement decoupling. . . . . . . . . . . . 109

3.71 Current response with mismatch in controller’s permanent magnet flux linkage. . 110

3.72 Current response with mismatch in controller’s stator inductance. . . . . . . . . . 111

3.73 Current response with mismatch in controller’s stator resistance. . . . . . . . . . 112

3.74 Open-loop feed-forward control of phase current. . . . . . . . . . . . . . . . . . . 112

3.75 Feed-forward control of phase current with positive feedback compensation of
resistive voltage drop. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

3.76 Current control with positive feedback. . . . . . . . . . . . . . . . . . . . . . . . . 113

3.77 Rectifier and bus capacitor model. . . . . . . . . . . . . . . . . . . . . . . . . . . 114

3.78 V/f control with DC bus disturbance rejection. . . . . . . . . . . . . . . . . . . . 115

3.79 Voltage reference to duty cycle conversion. . . . . . . . . . . . . . . . . . . . . . . 115

3.80 Average value inverter model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

3.81 Current harmonic suppression. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

3.82 Vector control with DC bus disturbance rejection. . . . . . . . . . . . . . . . . . . 117

3.83 Vector control response without DC bus disturbance rejection. . . . . . . . . . . . 118

3.84 DC bus response to vector control without disturbance rejection. . . . . . . . . . 119

3.85 V/f control response without DC bus disturbance rejection. . . . . . . . . . . . . 119

3.86 Large scale V/f control response without DC bus disturbance rejection. . . . . . . 120

3.87 Dead-time average value model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

3.88 Dead-time average value model included with inverter. . . . . . . . . . . . . . . . 121

3.89 Dead-time compensation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

3.90 Vector control model with dead-time compensation. . . . . . . . . . . . . . . . . . 122

3.91 V/f control model with dead-time compensation. . . . . . . . . . . . . . . . . . . 122

3.92 Vector control with dead-time compensation. . . . . . . . . . . . . . . . . . . . . 123

3.93 V/f control with dead-time compensation . . . . . . . . . . . . . . . . . . . . . . 123

3.94 Delta-sigma modulator. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

3.95 Current response to vector control with quantization noise suppression. . . . . . . 126

3.96 V/f control response with quantization noise suppression. . . . . . . . . . . . . . 126

xvi



LIST OF FIGURES List of Figures

4.1 Functional relationship block diagram. . . . . . . . . . . . . . . . . . . . . . . . . 130

4.2 Inverter thermal model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

4.3 Three-phase rectifier. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

4.4 Three-phase diode bridge rectifier forward characteristic. . . . . . . . . . . . . . . 142

4.5 Anti-aliasing filter and zener voltage clamp circuit. . . . . . . . . . . . . . . . . . 148

4.6 Non-contact, angular position sensor [6]. . . . . . . . . . . . . . . . . . . . . . . . 150

4.7 Functional diagram of position sensor interfaced with controller. . . . . . . . . . . 151

4.8 Common mode current due to parasitic capacitance. . . . . . . . . . . . . . . . . 152

4.9 Conversion of common mode to differential mode signals. . . . . . . . . . . . . . . 153

4.10 IGBT gate and synchronization clock. . . . . . . . . . . . . . . . . . . . . . . . . 154

5.1 Charging of DC bus capacitors with inrush current limiting. . . . . . . . . . . . . 158

5.2 Over current protection test circuit. . . . . . . . . . . . . . . . . . . . . . . . . . . 159

5.3 Overcurrent protection measurement. . . . . . . . . . . . . . . . . . . . . . . . . . 160

5.4 Inverter dead-time protection verification. . . . . . . . . . . . . . . . . . . . . . . 161

5.5 Current control step response. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162

5.6 Bode diagram of closed-loop current control closed-loop transfer characteristic. . 163

5.7 Bode diagram of closed-loop current control open-loop transfer characteristic. . . 163

5.8 Reduced gain and bandwidth of current control open-loop transfer characteristic,
due to dead-time effect. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164

5.9 Rotor response to small motoring torque (0.07 Nm). . . . . . . . . . . . . . . . . 165

5.10 Spectral comparison of speed controller results with high (designed) and low gain. 166

5.11 Speed ramp response of vector control with 1 N.m torque load step. . . . . . . . . 167

5.12 Bode diagram of closed-loop speed controller with designed gain. . . . . . . . . . 168

5.13 Bode diagram of speed control with reduced gain. . . . . . . . . . . . . . . . . . . 168

5.14 Speed ramp response of V/f control with 1 N.m torque load step. . . . . . . . . . 169

5.15 Bode diagram of V/f speed control. . . . . . . . . . . . . . . . . . . . . . . . . . . 170

5.16 Efficiency comparison between vector and V/f control with 50 % rated load torque.171

A.1 PMSM excitation for least squares parameter identification. . . . . . . . . . . . . 192

B.1 Detail rotor assembly [7]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 196

B.2 Detail machine assembly [7]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197

xvii



LIST OF FIGURES List of Figures

xviii



List of Tables

2.1 Inverter switching state vectors. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

3.1 PMSM parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

4.1 Summary of thermal verification. . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

4.2 T400-26 core parameters. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138

4.3 Electrolytic capacitor parameters. . . . . . . . . . . . . . . . . . . . . . . . . . . . 141

A.1 Line-Line measurements for PMSM #A. . . . . . . . . . . . . . . . . . . . . . . . 189

A.2 Line-Line measurements for PMSM #B. . . . . . . . . . . . . . . . . . . . . . . . 189

xix



LIST OF TABLES List of Tables

xx



Nomenclature

ADC Analogue-to-Digital Converter

DSP Digital Signal Processor

DTC Direct Torque Control or Dead-time Compensation

EKF Extended Kalman Filter

FOC Field Oriented Control

PD controller Proportional and derivative controller

PI Controller Proportional and integral controller

V/f Control Volt/frequency Control

VSI Voltage source inverter

ZOH Zero-Order Hold

AC Alternating Current

AMB Active Magnetic Bearing

BDCM Brushless DC Motor

CAS Computer Algebra System

DC Direct Current

DQ model Direct-Quadrature model

dq0 transformation direct-quadrature-zero transformation

emf Electromotive force [V]

FE Finite Element

FESS Flywheel Energy Storage System

IGBT Insulated Gate Bipolar Transistor

xxi



IM Induction Machine

mmf Magnetomotive force [A.turns]

PM Permanent Magnet

PMSM Permanent Magnet Synchronous Machine

rms root-mean-square

rpm revolutions per minute

SM Synchronous Machine

SVM Space vector modulation

id Instantaneous d-axis current [A]

idq0 Instantaneous current vector in dq0 reference frame [A]

vdq0 Instantaneous voltage vector in dq0 reference frame [V]

ωm Rotor mechanical frequency [rad/s]

ωr Rotor electrical frequency [rad/s]

ωs Stator electrical frequency [rad/s]

ia, ib, ic Instantaneous a, b and c phase current [A]

iq Instantaneous q-axis current [A]

P Power [W]

va, vb, vc Instantaneous a, b and c phase voltage [V]

vDC Instantaneous DC bus voltage [V]

vd Instantaneous d-axis voltage [V]

vq Instantaneous q-axis voltage [V]

Tc Inverter switching/carrier period [s]

Ts Controller sample period [s]

λp Stator flux linkage due to rotor permanent magnet [Wb.turns]

Ls Stator phase inductance [H]

Rs Stator phase resistance [Ω]

zp Number of pole pairs

xxii



B Viscous friction loss [N.m.s/rad]

J Rotor polar moment of inertia [N.m.s2/rad]

xxiii



xxiv



Chapter 1

Introduction

1.1 Background

1.1.1 General background of electric machine control

In the not so recent past, DC machines were the main contender for variable speed control
whilst AC machines were mainly used for constant speed applications because they were run
from constant frequency supplies [1].

The development of semiconductor technology for the use of power electronics enhanced the
available control techniques for DC and AC machines. Not only did it enhance the available
control techniques but new control techniques were realised.

The control signals for the semiconductor switches were generated with logic circuitry. The
advent of micro-controllers eased the development for control circuitry by increasing flexibility
and decreased the complexity by decreasing component count1.

Researchers also realised that the electrical machines could now be designed differently to suit
new applications and that they needn’t worry if it was possible to control these machines.
The control effectivity was however another matter, but semiconductor performance and the
attainable control complexity increased by leaps and bounds.

Semiconductor technology played an important role, because the electrical quantities that were
fed to the machine could be better controlled. The characteristics of the machine itself have also
improved, due to research in the materials from which the machine is constructed. Permanent
magnets made from rare earth materials, with high coercivity2 and residual magnetism gives
the permanent magnet synchronous machine better characteristics than induction and brushed
DC machines [8].

Despite the higher efficiency of variable speed machines, Monajemy asserts that the variable
speed machine is still being underutilized because its operational boundary is determined in the

1Although it may be argued that the complexity has only shifted from hardware to software.
2Thereby decreasing the chance of possible demagnetisation by motor control currents.
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same manner as for constant speed machines. He goes forth to present the concept of constant
power loss as the correct operational boundary, which results in higher utilisation [9].

The permanent magnet synchronous machine (PMSM) is replacing other types of machines in
some applications. When compared to direct current, induction and synchronous machines, the
PMSM has higher efficiency, reliability and lower maintenance. Its operational performance,
such as higher torque to inertia ratio, less torque ripple and higher power factor is also superior
to other types of machines [10, 2]. One drawback of using PMSMs is its higher cost, mainly
due to rare earth magnets used in its construction [2]. In time, a return on investment is made
due to energy (cost) savings due to higher efficiency of the PMSM. It is expected that as with
other technologies, the cost will come down as alternative materials are discovered, production
methods are refined and competition between manufacturers ensue.

The good characteristics of the PMSM has ensured many applications, which include electric
vehicles [11, 12], machine tool spindles, starter/generator units [13], robotics, aerospace actuators
[8], electric wheelchairs [14], fan-type applications [4] and turbo compressors [15].

Despite the good machine characteristics of the PMSM, its usefulness relies to a great extend on
the performance of the system which it is controlled by. There are mainly two control strategies
for the PMSM (which has been adopted from the induction machine control theory), namely
V/f3 and Vector control. V/f is an open loop control method, whilst Vector control is a form
of closed loop control. Various factors influence the performance and cost of these two control
strategies, such as: the use of a position encoder or implementing a sensorless control technique,
computational ability of the controller required, quickness of response, attainable stability and
operational efficiency of the machine.

1.1.2 Background specifically leading to this project

The need to implement and test the control of a high-speed surface mount PMSM at the School
of Electrical, Electronic and Computer Engineering, North-West University has been identified
based on the results of a previous project [16].

The project focused on the development of a three-phase power amplifier for a surface mount
PMSM used in a high-speed flywheel energy storage system (FESS) and not on the control algo-
rithm of the PMSM. In order to decrease bearing and windage loss, the flywheel was suspended
in a depressurised enclosure by active magnetic bearings (AMB)4. Since the load of the machine
required low dynamic response, the open-loop V/f control was deemed sufficient.

Unfortunately, the flywheel could not be spun to its designed maximum speed of 30 000 rpm
due to excessive rotor unbalance which exceeded the specified requirements of the AMBs. The
AMB control currents are driven into saturation to counter the unbalance force. Amongst other
things, this non-linearity causes the AMBs to become unstable after a certain rotational speed
has been exceeded.

3Read as: V over f.
4The AMB control was the focus of a different project [17].
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Besides the instability due to the active magnetic bearings, a V/f controlled PMSM becomes
unstable by itself after a certain rotational speed, by losing synchronism with the drive control
currents. A stabilisation loop was implemented in the control, but could not be validated at high
speed due to the aforementioned impediment5. The electromagnetic design of the PMSM could
also not be verified at high speed. Hence, the need to test the control and electromagnetic design
of a high-speed surface mount PMSM similar to the one used in the FESS has been identified.
Normal roller element bearings are used instead of AMBs.

Since the previous requirement is not a full justification for a project in itself, there was decided
to implement and compare more than one control strategy to enlarge the project scope. By
doing so the previously stated requirement will inherently be met whilst aiding the beneficiaries
and the research community in general, in the design of PMSM drive control.

1.2 Problem Statement

The purpose of this project is to implement V/f and vector control on a high-speed surface mount
permanent magnet synchronous machine drive and compare the control strategies according to
various performance criteria, on a wide operating range of the PMSM. In order to characterize
the operating range a second PMSM is mechanically coupled to the former, which needs to be
controlled such that it serves as a variable torque load.

1.3 Issues to be addressed

The following project objectives need to be reached in order to reach the final project goal:

• Symbolic models of permanent magnet synchronous machine, of varying complexity, need
to be investigated.

• Accurate model parameter identification of the PMSM used.

• Decide on and justify certain performance criteria.

• Procurement of all the necessary hardware.

• Development or procurement of a 3-phase power amplifier (30 A, 350 V, 20 kHz) with fault
condition monitoring.

• Implementation of V/f control.

• Implementation of Vector control, using a position encoder for feedback.
5The author should note that from personal experience from run-up tests of the FESS, the implementation of

the stabilisation loop was incomplete due to observed loss of synchronism during some of the tests.
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• Modification of V/f and the Vector control such that the second PMSM machine which is
mechanically coupled to the first can function as an adjustable torque load.

• The PMSMs have to be controlled up to 30 krpm at 8 kW in parallel (motoring or genera-
ting mode).

• Evaluate the measured system performance over a wide operating range, according to the
selected criteria and compare it to the simulated system response.

1.4 Research methodology

1.4.1 Literature study

The design and implementation details of the various control strategies need to be researched
in the form of a literature study. The first objective of the literature study is to identify various
PMSM models on which the designed controllers can be tested via simulation before hardware
implementation.

A second outcome of the literature study is to identify criteria for the comparison of the PMSM’s
differing performance due to the different control strategies.

1.4.2 PMSM modelling

The mathematical models of the PMSM which has been identified during the literature study
needs to be implemented in a simulation package, such as The Mathwork’s Simulink®. Mo-
dels with lesser complexity is used since this saves simulation and development time, but more
correct/complex models will also be implemented to validate simulation results and clarify un-
certainties.

1.4.3 Control system modelling

Once different models have been implemented in Simulink®, these models can be used to test
the designed controller, relying again on the information gathered during the literature study.
Scalar (V/f) and Vector control is implemented. Special attention is then given further to
sensorless vector control, flux weakening operation, stability and machine control criteria such
as unity power factor operation, maximum efficiency operation and maximum torque control.
The conditions required for the second PMSM to function as a load will also be clarified during
this phase.
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1.4.4 Hardware specification and procurement

The modelled control systems are implemented on physical PMSMs. High-speed surface mount
permanent magnet synchronous machines has been development at the School of Electrical,
Electronic and Computer Engineering, North-West University.

The specification for the power electronics needed in the drive needs to be calculated, after which
3-phase IGBT modules meeting the specification will be procured. A power amplifier, consisting
of the IGBT modules, driver circuitry and current sensors are integrated.

A signal conditioning circuit for all the sensors are developed, so that it can be safely connec-
ted to the dSPACE® control boards. Sensors as required for the system control and system
performance evaluation is procured.

A cooling solution for the system is procured and installed, as experience has shown that im-
proper cooling of the system may hamper its performance and thus the range of obtainable
operation. Cooling of the system is also important from a safety point of view, since the ma-
terial strength is dependent on temperature, which becomes a concern when the machine is
operating at high speed.

1.4.5 System integration

The PMSMs, power electronics, sensors, controller and cooling of the system are integra-
ted. Part of the integration procedure is the modification of the designed control models in
Matlab/Simulink®, such that it is implemented on the dSPACE® controller. The sensor cali-
bration also forms part of the integration phase.

1.4.6 Control implementation and evaluation

Due to noise and idealized control models, a system never performs exactly as simulated, which is
why validation on a real system is performed. The different control strategies will be evaluated
by specifying different control criteria and using the second PMSM as a virtual load. The
measured system response will be used to calculate the performance criteria.

1.5 Dissertation overview

An overview of the chapters to follow

Chapter2: Literature study The literature study is a compilation of the relevant topics
required as background for the design the PMSM controller. This includes: a presentation of
the mathematical model of the PMSM and inverter, and methods of determining the PMSM
model parameters. The operational principle of the different types of PMSM controllers is also
presented.
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Chapter 3: Controller design The detail design of the vector and V/f controllers are
presented in this chapter. The designed controllers are verified via simulation.

Chapter 4: Implementation issues Practical implementation issues, such as integration of
the drive sub-assemblies, inverter hardware design, controller protection and control algorithm
optimisation is presented in this chapter.

Chapter 5: Controller results The implemented controller results are presented in this
chapter. For comparison, the same type of controller tests is performed as during the simulation.
The comparison of the measured controller response of the actual system to the simulation results
is viewed as the validation of the controllers.

Chapter 6: Conclusion and recommendations Based on the controller results, a conclu-
sion is drawn with regard to the efficacy of each of the designed controllers.
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Chapter 2

Literature study

The aim of the literature study, for this project, is to become acquainted with all the relevant
aspects of PMSM control, in order to be able to design and implement the vector and V/f
controllers. These aspects consist out of the background theory of the different types of electrical
machines, modelling of the PMSM and inverter and the principle of operation of the different
type of controllers.

2.1 Background

2.1.1 Machine classification and comparison

A classification of electric machines is given in figure 2.1. Further comparison between the
application characteristics of the brushless DC motor (BDCM) and PMSM is done in [2]. Both
machines require an AC source on the stator to produce a torque. The main difference is that the
PMSM back electromotive force (emf) is sinusoidal whilst the BDCM back emf is trapezoidal.
The lower harmonics in a sinusoidal wave implies lower harmonic losses which favours the PMSM
at higher speeds.

Advantages of PMSMs over other types of machines are [10, 2]:

• Higher torque to inertia ratio than the induction machine (IM) and the wound-rotor syn-
chronous machine (SM).

• Lower maintenance and higher reliability than brushed DC machines and SMs, because of
the absence of brushes and slip rings, respectively.

• Higher efficiency than IMs and SMs, because of no copper losses on the rotor.

• Do not require magnetizing current on rotor for its functional operation, implying decreased
complexity.

7
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Electrical Machines

Rotating Linear

Brushed DC

Variable Reluctance
Machines

Induction 
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Synchronous
Machines

Permanent Magnet Wound rotor

Stepper Switched
Reluctance

PMSM
(Sinusoidal back-EMF) BDCM

(Trapezoidal back-EMF)

AC Machines

Brushless

Figure 2.1: Electrical Machine Categories (Combination of [1, 2])

• Higher power factor is possible which lowers the inverter’s required VA rating.

• Lower inertia implies faster torque response, in case of a load disturbance.

• Less torque ripple in the case of slot-less PMSMs.

• A lighter rotor implies less frictional loss and longer operating life of the bearings.

The main drawbacks of PMSMs are [2]:

• Higher cost of materials and construction in comparison to other machines.

• Smaller flux weakening region than for the IM.

• Lower operating temperatures allowed than for an IM due to the Curie temperature of the
permanent magnets.

The advantages of the PMSM overshadow the disadvantages and a possible return on investment
is made due to higher operating efficiency.
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Figure 2.2: Conceptual PMSM drive.

2.1.2 Applications

The good characteristics of the PMSM has ensured many applications, which include electric
vehicles [11, 12], machine tool spindles, starter/generator units [13], robotics, aerospace actuators
[8], electric wheelchairs [14], fan-type applications [4] and turbo compressors [15].

2.2 PMSM drive modelling

The model of the PMSM drive can roughly be subdivided into three components: models of the
PMSM, inverter and control driving the motor. This partitioning is shown in figure 2.2. In this
section the literature is consulted for the modelling of each of these different sub-components.

2.2.1 PMSM models available in the literature

To design a controller for a PMSM, one needs an accurate model of the machine with which
simulations can be done. If a state-space model is available, the inverse of the model can be
cascaded with the reference input in a controller. This is the principle of open-loop control.
When there is feedback of state variables, the requirements on the accuracy of the inverse model
is not so stringent because the resulting error itself is used as an actuating signal in closed-
loop control. In certain non-linear systems, an accurate model even with closed-loop control is
necessary to achieve adequate performance. An example of this is servo control of a PMSM.

There is differentiated between models that are very accurate, but computationally inefficient
and models which are less accurate but are useful for the real-time control of a system on a
digital signal processor (DSP).

Hadžiselimović et al. presents a non-linear dynamic model of a PMSM. Several factors are
accounted for such as winding distribution, material properties, slots and saturation. The model
is verified with a finite element (FE) analysis. The authors conclude that the model is the most
complete model known to them and is suitable for control design [18].

Another model that takes complex dynamics into account is presented by Jing et al. This model,
like the previous model, accounts for various factors including a non-smooth air gap (slots). The
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analysis investigates stability using bifurcation theory. The model is general and thus applicable
to future PMSM designs [19].

The Direct-Quadrature (DQ) model of a PMSM is presented in [20] and a Matlab/Simulink®

simulation model is developed from the mathematical model. The DQ model is obtained by
using the direct-quadrature-zero (dq0) transform on the three-phase variables in the stationary
reference frame, to obtain two-phase variables in a reference frame rotating synchronously with
the rotor. The dq0 transformation was originally developed by Park for synchronous machines
[21]. The advantage of this transformation is that the components of the stator current causing
torque (i.e. the component which is perpendicular to the magnetic axis of the rotor permanent
magnets) and (de-)magnetization are distinguished. It is not only used for simulation purposes
but is also used by the vector controller. The vector control is also named Field Oriented Control
(FOC) in the literature, because the magnetic axis of the stator currents is oriented with respect
to the magnetic axis of the rotor to satisfy a certain control criterion. For non-salient machines
as an example, if the angle is oriented perpendicularly, then maximum torque per current is
produced.

In Mohammed et al. [22], a physical phase variable model of the PMSM is presented. The model
is a circuit model and acquires the parameter values in the model from a dynamic FE analysis.
It is demonstrated that the model delivers more accurate simulation results than the DQ model
and is more computationally efficient than the full FE analysis. It may also be used for control.

A multiple-input multiple-output (MIMO) state-space model of the PMSM is developed by
[23]. The method of linearizing the model is discussed. Another source which uses the linearized
PMSM model is [24], in order to investigate the small signal dynamics of the machine for stability
analysis. The derivation of the symbolic linearized models of electric machines, including the
PMSM, is presented in [25]. A method of determining a numerical linearized model is presented
in [26] using Matlab/Simulink®.

2.2.2 Mathematical model of the PMSM

The different models presented in Section 2.2.1 are by no means exhaustive. During the literature
study it became apparent that the standard model used for the control system modelling and
design is the DQ model of the PMSM.

There are three main approaches to derive the DQ model of the PMSM (the multiple methods
are due to the fact that the stator of the different machine types are essentially the same)1:

• In [28] the dynamic model of the induction machine is derived. To obtain the PMSM
model the terms in the model involving rotor currents are dropped and a flux linkage
term is added to the d-axis flux linkage expression to account for the rotor flux due to the
permanent magnets.

1In fact, it can be shown that the DC and AC machines are special cases of a mathematically general machine
named the “doubly fed” machine. The general machine theory is attributed to G. Kron [27].
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• Even more naturally, the PMSM can be viewed as a special case of the synchronous machine
where the rotor electrical dynamic equation is neglected and the field current terms due
to the rotor in the voltage equation of the stator are assumed constant, as done in [29, 3].

• The model can also be derived in its own right from first principles.

It should be noted that the mathematical model of the permanent magnet stepper motor is
exactly the same as for the PMSM [29, 30]. The difference lies in the model parameter values
themselves and not in the symbolic expression of the PM stepper motor (e.g. high saliency in
the PM stepper motor).

A summary of the key steps to derive the DQ model is presented in the next subsections, for a
more thorough derivation of the PMSM model the reader is referred to [3, 28, 29, 25, 30].

2.2.2.1 Stationary three-phase flux linkage

Figure 2.3: Cross-sectional view of PMSM.

The PMSM is depicted as in figure 2.3, which includes the salient rotor, stator back iron and
three phase windings. If an external voltage, va, is connected to phase-a with polarity as shown,
a current will flow into the page (crossed terminal) through the winding and back out of the
page (dotted terminal), returning to the source. The resulting magnetic axis of phase-a, ās, is
determined by Faraday’s right hand rule. Since the current is delivered by the voltage source,
the source is delivering power, thus the voltage convention used is motoring mode. The rotor
angular position, θr, is measured from the stator phase-a magnetic axis to the peak magnetic
axis of the rotor, i.e. the rotor d-axis.
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The windings are depicted physically 120◦ from each other, thus the motor is a two pole motor.
The symbolic model of the PMSM can easily be modified afterwards, to account for the actual
number of physical poles, by multiplying the physical angle with the number of pole pairs, zp,
to obtain an angle in electrical degrees. Also, the concentrated windings with N turns are in
reality sinusoidally distributed, which can be accounted for by a winding factor, kw, in the actual
number of turns:

N = kwNactual (2.1)

The derivation assumes a wye-connected motor, thus the accented winding terminals are con-
nected in an isolated neutral point. The instantaneous three-phase current can be relatively
arbitrarily controlled, but with the constraint that the currents have to sum to zero, due to the
isolated neutral point assumption:

ia + ib + ic = 0 (2.2)

The three-phase flux linkage of the PMSM can be expressed as [3]: λa

λb

λc

 =

 Laa Lab Lac

Lba Lbb Lbc

Lca Lcb Lcc


 ia

ib

ic

+ λp

 cos (θr)

cos
(
θr − 2π

3

)
cos
(
θr + 2π

3

)
 (2.3)

where λp is the flux linkage due to the permanent magnet on the rotor. Lxx and Lxy is the
stator self and mutual phase inductances, respectively. The subscript notation for the mutual
inductance, Lxy, is such that a flux produced by phase-y couples with phase-x.

Equation 2.3 can be written in a shorter form as:

λabcs = Labciabc + λp (2.4)

where the correspondence to equation 2.3 makes it unnecessary to clarify which terms are vectors
and which terms are matrices, except to note that matrices and vectors are depicted in bold to
distinguish them from scalars.

Note that the self and mutual phase inductances are dependent on the rotor angular position,
θr. The self inductance can be expressed as [29]:

Laa (θr) = Ll + Lm0 + Lmp cos(2θr)

Lbb (θr) = Ll + Lm0 + Lmp cos(2θr +
2π

3
) (2.5)

Laa (θr) = Ll + Lm0 + Lmp cos(2θr −
2π

3
)

where Ll is the leakage inductance, Lm0 is the mean magnetizing inductance and Lmp is half
of the peak-to-peak variation of the magnetizing inductance due to the rotor angular position.
Note the double frequency dependence on θr. This is because for one physical rotation the
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variation in reluctance due to the permanent magnets reach a peak for each magnetic pole. For
a multiple pole machine, equation 2.5 is still valid if θr is replaced by the rotor angle in electrical
radians:

θre = zpθr (2.6)

As stated in [3], the sign of Lmp is dependent on the permanent magnet placement on the rotor.
For a surface mount PMSM, the permeability of the rotor is lower in the q-axis direction due
to the permanent magnet. Thus, the phase-a inductance is at a maximum when the rotor is
aligned with the magnetic axis of phase-a, corresponding to a positive Lmp. For a surface mount
PMSM the absolute magnitude of Lmp is small.

The mutual inductances between each set of the stator phases are expressed as [29]:

Lab (θr) = Lba (θr) = −1

2
Lm0 + Lmp cos(2θr −

2π

3
)

Lbc (θr) = Lcb (θr) = −1

2
Lm0 + Lmp cos(2θr) (2.7)

Lac (θr) = Lca (θr) = −1

2
Lm0 + Lmp cos(2θr +

2π

3
)

The factor of a 1
2 in the first term is ascribable to the 120◦ phase displacement of the magnetic

axis of each phase. Thus, the amount of flux produced by phase-b which couples with phase-a
is equal to the dot product between the flux vector and the vector normal to the windings of
phase-a, i.e. the magnetic axis of phase-a. Hence: b̄ · ā = cos

(
2π
3

)
= −1

2 . The negative sign
associated with the 1

2 term, is present because the components of each phase pair which are
parallel is flux opposing with respect to the other phase which couples with it.

The argument of the cosine function can be explained by noting that the peak mutual coupling
between phase-a and phase-b, influenced by the rotor saliency, is obtained when:

2θr −
2π

3
= ±π

∴ θr = −π
6
,

5π

6
(2.8)

Therefore, it can be seen that the maximum mutual flux linkage between phase-a and phase-b
is obtained when the rotor magnetic axis is aligned such that the mean path between the two
phases are at a minimum2.

2.2.2.2 Three- to two-phase coordinate transformation

The three-phase flux linkage of equation 2.3 can be transformed to a two-phase flux linkage. The
constraint in the transformation is that the resultant flux in the air gap has to be conserved, in

2Figure 2.3, depicts the case when the absolute mutual flux linkage between phase-a and phase-b is at a
minimum.
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which case the permanent magnet is “unaware” of the transformation and the resulting torque
for the two-phase model is the same as for the three-phase model. The transformation to obtain
a two-phase model from the three-phase model is known as the Clarke transform [3]. Since the
coordinate system is stationary with respect to the stator, the two-phase inductance is still a
function of the rotor angular position.

The advantage of the three- to two-phase transformation is most apparent when the three-phase
system is assumed balanced and a zero sequence component of the current is impossible due to
an (assumed) isolated neutral connection. Thus, the three-phase currents reduce to two linearly
independent currents, iα and iβ .

Even though useful due to the mathematical simplification of the equations, the three- to two-
phase transformation can be viewed as an in-between step for an even more simplifying transfor-
mation presented in section 2.2.2.3. Therefore, the reader is referred to [3] for the mathematical
details of the Clarke transformation.

2.2.2.3 Stationary to rotating coordinate transformation

The two-phase stationary model can be transformed to a rotating coordinate system, so that the
resulting variables are stationary with respect to the rotor, hence the inductance dependence on
the rotor angular position disappears. The transformation need not be done on the two-phase
coordinate system but can just as well be performed on the three-phase variables, to obtain
two-phase variables which are stationary with respect to the rotor. This transformation, as
mentioned previously in section 2.2.1, is known as the dq0 or Park transformation [21]. The
two-phase flux linkages in the rotor reference frame, using the transformation presented in [29]
is3:

λdq0s = Kr
sλabcs (2.9)

with

Kr
s =

2

3

 cos (θr) cos
(
θr − 2π

3

)
cos
(
θr + 2π

3

)
− sin (θr) − sin

(
θr − 2π

3

)
− sin

(
θr + 2π

3

)
1
2

1
2

1
2

 (2.10)

The subscript, s, denotes that the transformation is carried out on stator variables. In the case
of an induction machine the subscript for the rotor would be r. Since the PMSM does not have
a rotor circuit, ambiguity is not a problem, thus the subscript is dropped in future use. The
superscript r denotes that the variables are transformed to the synchronous reference frame.
The reader should note that there is more than one form of this transformation in the literature
due to the arbitrary choice of alignment of the phase-a axis with either the d-axis or q-axis. The
case presented in equation 2.10 assumes alignment between phase-a and phase-d when θr = 0.

3The transformation notation of [25] is used in modified form.
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Not only can the transformation be applied to the variables numerically, but it can also be
applied symbolically to the flux linkage model by substituting equation 2.3 into equation 2.9 as
follows:

λdq0 = Krλabc

= KrLabciabc +Krλp

= KrLabc (Kr)−1 idq0 +Krλp (2.11)

where idq0 =
[
id iq i0

]T
and the inverse of the dq0 transformation is [29]:

(Kr)−1 =

 cos (θr) − sin (θr) 1

cos
(
θr − 2π

3

)
− sin

(
θr − 2π

3

)
1

cos
(
θr + 2π

3

)
− sin

(
θr + 2π

3

)
1

 (2.12)

Equation 2.11 can be simplified into the following form:

λdq0 = Ldq0idq0 + λr (2.13)

where the substitutions Ldq0 = KrLabc (Kr)−1 and λr = Krλp have been made.

The trigonometric simplification procedure to obtain Ldq0 and λr is presented in appendix C.1.
The simplification results in:

Ldq0 =

 Ld 0 0

0 Lq 0

0 0 Ll

 (2.14)

and

λr = λp

 1

0

0

 (2.15)

where the inductances on the diagonal are

Ld =
3

2
(Lm0 + Lmp) + Ll (2.16)

and
Lq =

3

2
(Lm0 − Lmp) + Ll (2.17)

2.2.2.4 Voltage model of the PMSM in the rotor reference frame

With the use of Faraday’s law of induction and including the resistive voltage drop, the voltage
equation for the PMSM in the stationary reference frame can be written as [25]:

vabc = rsiabc + pλabc (2.18)
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where p is the time derivative operator ( ddt) and rs is the resistor matrix given by:

rs =

 rs 0 0

0 rs 0

0 0 rs

 (2.19)

The three-phase voltage equation is transformed to the rotor reference frame as:

vabc = rsiabc + pλabc(
(Kr)−1 vdq0

)
= rs

(
(Kr)−1 idq0

)
+ p

(
(Kr)−1 λdq0

)
∴ vdq0 = Krrs (Kr)−1 idq0 +Krp

(
(Kr)−1 λdq0

)
(2.20)

The first term on the right hand side of equation 2.20 can be simplified as follows:

Krrs (Kr)−1 idq0 = rsK
r (Kr)−1 idq0

= rsidq0 (2.21)

where the commutative law does not in general hold for matrix multiplication, i.e. AB 6= BA,
but could be applied in this case, because rs is diagonal. The second term of equation 2.20 can
be expanded by applying the chain rule:

Krp
(

(Kr)−1 λdq0

)
= Krp

(
(Kr)−1

)
λdq0 +Kr (Kr)−1 pλdq0

= Krp
(

(Kr)−1
)
λdq0 + pλdq0 (2.22)

The simplification of the first term in equation 2.22 is shown in appendix C.1, of which the result
is:

Krp
(

(Kr)−1
)

= ωrJ (2.23)

where the skew symmetric matrix, J , is defined as:

J =

 0 −1 0

1 0 0

0 0 0

 (2.24)

The off-diagonal elements in the transformation matrix J4 show that there is cross-coupling
between the dq-axes.

Using the previous results in this section, the voltage equation of the PMSM in the rotor reference
frame is:

vdq0 = rsidq0 + ωrJλdq0 + pλdq0 (2.25)
4The symbol for the transformation matrix J , must not be confused for the rotor polar moment of inertia, J .
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Note how the voltage equation could not intuitively be written as:

vdq0 = rsidq0 + pλdq0 (2.26)

but that the three-phase voltage equation had to be transformed to obtain equation 2.25. The
derivative could not be applied directly to the two-phase flux linkage, because the dq0 transfor-
mation matrix, Kr, is itself a function of time.

2.2.2.5 Electromagnetic torque

There exist several methods of deriving the electromagnetic torque from the PMSM model.
Chiasson derived the expression from the electromagnetic torque using the Lorentz force equation
[30]. In his thesis on sensorless vector control, Batzel derived the electromagnetic torque with the
energy method [3]. An intuitive method, pointed out by de Kock, is that the electromechanical
energy conversion is due to the speed voltage [31]. From equation 2.25, the back-emf (or speed
voltage) is denoted as:

edq0 = ωrJλdq0 (2.27)

The power delivered across the air-gap of the PMSM is then [31]:

Po = eTabciabc

=
(

(Kr)−1 edq0

)T (
(Kr)−1 idq0

)
= eTdq0 (Kr)−1T (Kr)−1 idq0

= eTdq0


3
2 0 0

0 3
2 0

0 0 3

 idq0 (2.28)

In the literature, because the term (Kr)−1T (Kr)−1 did not simplify to yield the identity matrix,
the transformation matrix of equation 2.10 is known as the power variant transform. The dq0
transformation for which the term (Kr)−1T (Kr)−1 does result in the identity matrix is known
as the power invariant dq0 transformation, given by:

Kr
s =

√
2

3


cos (θr) cos

(
θr − 2π

3

)
cos
(
θr + 2π

3

)
− sin (θr) − sin

(
θr − 2π

3

)
− sin

(
θr + 2π

3

)√
1
2

√
1
2

√
1
2

 (2.29)

The zero sequence current component can be ignored in equation 2.28, because of the previously
stated assumption that the neutral wye connection is isolated, thus:

Po =
3

2
eTdqidq (2.30)
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Substituting the expression for edq0, equation 2.27, into equation 2.30:

Po =
3

2
(ωrJλdq)

T idq

=
3

2
ωrλ

T
dqJ

T idq

=
3

2
ωr

[
λd λq

] [ 0 1

−1 0

][
id

iq

]
=

3

2
ωr (λdiq − λqid) (2.31)

Substituting the dq-axis stator flux linkages:

λd = Ldid + λp (2.32)

λq = Lqiq (2.33)

into equation 2.31 and simplifying, yields:

Po =
3

2
ωr (λpiq + (Ld − Lq) iqid) (2.34)

The output power, shaft torque and rotational speed are related by:

Po = Teωm (2.35)

Using the relation for the electrical and mechanical speed, ωr = zpωm, equation 2.35 is expressed
in electrical speed as:

Po = Te
ωr
zp

(2.36)

Substituting the output power expression from equation 2.34, into equation 2.36 and solving for
the electromagnetic torque, yields:

Te =
3

2
zp (λpiq + (Ld − Lq) iqid) (2.37)

The terms λpiq and (Ld − Lq) iqid are known as the reaction and reluctance torques, respectively.
For a surface mount PMSM the dq-axes inductance is nearly equal, so that equation 2.37 can
be approximated by:

Te ≈
3

2
zpλpiq (2.38)

The torque constant, which is a characteristic machine parameter, is defined as the coefficient
which is multiplied with the torque producing current in equation 2.38. Thus the torque constant
is:

Kt =
3

2
zpλp (2.39)
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The electromagnetic torque can then be expressed as:

Te = Ktiq (2.40)

which is similar in form to that of the separately excited DC machine. Therefore, the PMSM has
the advantage that it can be controlled to have the same performance as the separately excited
DC machine, without the disadvantages due to the brushes and commutator.

2.2.2.6 Rotor dynamic equation of motion

In order to simulate the PMSM model the dynamic equation for motion need to be included.
The second order differential equation is:

Jθ̈m = Te − Tl −Bθ̇m (2.41)

where J is the polar moment of inertia, Te is the electromagnetic torque, Tl is an external load
torque and B is the viscous friction loss coefficient. The terms on the right hand side of equation
2.41 is the resultant torque, Tr, which accelerates the rotor, ie.:

Jθ̈m = Tr (2.42)

Equation 2.42 is of the same form as Newton’s second law of motion.

2.2.2.7 State-space model

For simulation purposes, the voltage is usually the input to the PMSM model (since the input
from the inverter is a voltage) and the current is the output of interest.

Since the model is a differential equation, it is useful to express the rate of change of current
as the output. The current is then obtained by numerical integration, because equation 2.25 is
non-linear (due to the product between two dependent variables, i.e. ωr and λdq0) for which an
analytical solution is not possible. This is known as the state-space representation of the PMSM
model and is useful for simulation and controller design purposes. The resulting state-space
formulation of the PMSM model is [24]:

pid = − 1

τs
id + ωrσiq +

vd
Ld

piq = −ωr
σ

(
λp
Ld

+ id

)
− 1

στs
iq +

vq
Lq

(2.43)

pωm =
3

2J
zp (λpiq + Ld (1− σ) iqid)−

1

J
Bωm −

1

J
Tl

where τs = Ld
rs

is the d-axis stator electrical time constant and σ =
Lq
Ld

is the saliency factor.
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2.2.2.8 Space vectors

In the literature there exists an alternative notation for expressing the AC machine equations
named space vector notation5. The DQ quantities are expressed as complex numbers, where
the direct and quadrature axis quantities are respectively the real and imaginary parts of the
electrical quantity under consideration. This has the added advantage that the two equation
machine model can be expressed as one complex equation. Transforming the machine variables
to a different reference frame is then performed simply by multiplying the quantity by a unit
magnitude complex number, since multiplying in the complex plane is an additive operation
between the complex quantities’ angles. This corresponds to rotating the complex number with
respect to a new coordinate reference frame [32].

One unnatural adoption by some of the researchers who use space vectors is the manner in
which they go about pretending that electrical quantities such as the current space vector, īs,
has spatial significance. The current appears to have a spatial attribute due to the spatial
orientation of the windings carrying the current and the consequent spatial orientation of the
resulting magnetic flux. The currents are thus actually scalar quantities and the windings should
be expressed as vectors as done by Hoeijmakers in [33, 34].

2.2.3 PMSM parameter identification

FE analysis is one method used to determine the model parameter values used in the model and
control. This method is especially useful if non-linear effects, such as saturation of the machine
inductance, need to be included. In [31] an FE analysis is performed on a permanent magnet
assisted reluctance machine. The non-linear inductance, as a function of current, is included in
the machine model as well as in the current control, in the form of a look-up table (LUT). The
LUT is composed from FE analysis results.

The surface mount PMSM has a relatively large air-gap compared to the slotted PMSM. The
large air gap causes the stator flux to be dominated by the permanent magnet on the rotor
and not that much by the stator current. The resulting inductance of the machine is also
much more linear than for the slotted PMSM due to the large air gap. Thus, it is sufficient
to consider the electrical parameters as linear. These circuit parameters can be measured by a
resistive-inductive-capacitive (RLC) impedance measurement unit. The RL measurements on
the terminals of the machine need to be converted in order to be used in the DQ model of the
PMSM.

2.2.3.1 PMSM circuit parameters from terminal measurements

Chiasson shows in [30] the method to calculate the two-phase equivalent parameters from ter-
minal measurements. With the rotor held fixed, a line-line terminal measurement is made with

5Quantities expressed in this reference frame are simply called space vectors, except for the scalar quantities
such as the rotor speed ωr.

Literature Study 20/201



PMSM drive modelling

the third phase open-circuited.

In order to interpret the RL measurement of this configuration, the three-phase electrical equa-
tion is observed [30]. Expanding equation 2.18, with the rotor held fixed (ωr = 0), is: va

vb

vc

 =

 rs 0 0

0 rs 0

0 0 rs


 ia

ib

ic

+

 Lm0 −Lm0
2 −Lm0

2

−Lm0
2 Lm0 −Lm0

2

−Lm0
2 −Lm0

2 Lm0


 pia

pib

pic

 (2.44)

where the inductance is assumed independent of the angular position, since this dissertation deals
with surface mount PMSMs. Also, the leakage inductance is included with Lm0. Subtracting
the second row from the first, yields:

vab = va − vb = rs (ia − ib) +

(
Lm0 −

(
−Lm0

2

))
pia −

(
Lm0 −

(
−Lm0

2

))
pib (2.45)

Substituting, ib = −ia into equation 2.45 and simplifying, results in:

vab = 2rsia + 3Lm0pia (2.46)

Therefore, for this measurement setup, the phase resistance is one half and the phase inductance
is a third of the RL measurement. The phase inductance can then be substituted into equation
2.16 to obtain the d-axis inductance.

For PMSMs with saliency, the calculation is done with the rotor position held as to yield maxi-
mum inductance and repeated in the position which yields minimum inductance. With respect
to equation 2.44, this corresponds to replacing Lm0 with Lm0 + Lmp and Lm0 − Lmp for the
maximum and minimum inductance cases, respectively. Equation 2.46 would then result as:

vab = 2rsia + 3 (Lm0 ± Lmp) pia (2.47)

Substituting L̂ = Lm0 +Lmp into equation 2.16 yields the d-axis inductance, whilst substituting
Ľ = Lm0 − Lmp into equation 2.17 yields the q-axis inductance.

A disadvantage of this method is that none of the mechanical parameters can be determined.
Also note that the flux linkage, λp, due to the rotor permanent magnets, cannot be determined
from stand-still terminal measurements. This measurement technique is also not appropriate to
determine the non-linear, current dependent, inductance. In such a case the current should be
balanced (the third winding should not be left open-circuited), for which the terminal resistive
and inductive characteristic has to be derived, similar to the derivation of equation 2.46.

2.2.3.2 Least squares parameter identification of the PMSM

The PMSM model parameters, both mechanical and electrical, can be obtained by a least
squares parameter identification technique as presented by Chiasson in [35, 30]. The technique
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consists of post processing data, captured from a motor run-up test. The least squares parameter
identification requires that the PMSM model, such as the state-space equation 2.4, be rewritten
in what is called the regressor form of the model [30]:

y = WK (2.48)

where y =
[
vd vq

]T
. The input vector is no longer the state variables, but is now the

parameters of the PMSM model, i.e. K =
[
rs Ls λp J B Tl

]T
. The regressor matrix

is:

W =

 id (pid − ωriq) 0 0 0 0

iq (piq + ωrid) ωr 0 0 0

0 0 −3
2zpiq pωm ωm sgn (ωm)

 (2.49)

where sgn(·) is the sign function, ωr and ωm is the rotor speed in electrical and mechanical
radians per second, respectively.

Since the captured data is in discrete time form, equation 2.48 is evaluated at each discrete time
step, tn = nT , where T is the sampling period. Thus, y = y (nT ).

If there is no noise in the system and each signal in the regressor matrix could be measured
perfectly and the PMSM exhibits no unmodelled dynamics, then the left and right hand sides of
equation 2.48 would be equal at each sampling instant. Then equation 2.48 constitutes a linear
system of equations and the desired model parameters would simply be:

K = (W )−1 y (2.50)

In any real world system there exist errors in the measurement due to measurement noise, finite
word length effects and unmodelled dynamics. Therefore, the exact solution at two different time
steps would in general not be equal. Combining the system of equations for two measurements
into one set of equations reveals that there are more equations than unknowns. This constitutes
an overdetermined system of equations.

The method of least squares produces the “closest” solution, K∗, to an overdetermined system
of equations. In general K∗ is not a solution to the equations produced at any specific time
step, but instead the least squares solution minimizes the sum of errors squared of each set of
equations. The sum of errors squared is defined as:

E
(
K̂
)2

=

n=N∑
n=1

eTnen (2.51)

where the error at each individual time step is the difference between the measurement of that
time step and the output of some assumed solution (K̂), i.e. en = (yn − ŷn). It can be shown
that equation 2.51 is minimized when [30]:

K∗ = R−1
W RWy (2.52)
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where

RW =

N∑
n=1

W T (nT )W (nT ) (2.53)

and

RWy =

N∑
n=1

W T (nT )y(nT ) (2.54)

The residual error is of importance, since it is an indication how well the data could be fit
with the optimal gain, K∗. In practice, a normalized error is used, since the residual error
alone is difficult to interpret because there is nothing to compare it with. The error used for
normalization is obtained using the zero vector, i.e. E (0). The error index is defined as [30]:

Error Index =
E (K∗)

E (0)

=

√
Ry −RyWR

−1
W RWy

Ry
(2.55)

The error index gives an indication of how well the parameters could fit the data, but it does
not give an indication how well each individual parameter has been determined. The amount a
certain parameter has to change in order to double the error is known as the parametric error
index. If a slight increase/decrease in the optimal parameter, K∗i , doubles the total error, it
indicates that the system is sensitive to a change in that parameter and that the parameter
“explains” the data well with the given model. If a large increase/decrease is required in order
to double the error, the part of the model containing that parameter does not have an explana-
tory role in fitting the data. If it is known that the parameter is important in the model, a
large parametric error indicates uncertainty in the numerical value of the parameter. The i-th
percentage parametric error index is defined as:

PEi =
δKi

K∗i
× 100 (2.56)

where the i-th parametric error index, δKi has been normalized by its parameter value, K∗i .

The error index has to be used in conjunction with the parametric error index. For instance,
calculating the error indices over a sample range which decrease the error index, but at the
expense of increasing the parametric error index, indicates that the model is potentially being
over-fit. In other words, the combination of individual bad fitted parameters could have a low
total error index.

2.2.4 Inverter modelling

The three-phase inverter, using IGBTs, is as shown in figure 2.4. The O-type connectors rep-
resent connections to/from external circuitry, such as the three-phase rectifier feeding the bus
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capacitors and the inverter outputs connected to the PMSM. Also not shown is the gate drive
circuitry of the IGBTs. Each IGBT has its own freewheeling diode to ensure a commutation
path for currents carried by inductive loads. The top and bottom switch for a phase is called
an inverter leg. Depending on the instantaneous inverter state the current can freewheel from
one inverter leg to another or back to the bus capacitors.

Figure 2.4: Three-phase IGBT inverter.

The instantaneous transistor on/off condition for the six switch inverter, determines the state of
the inverter. Each inverter leg has two permitted switching states. The third possible state of
both top and bottom switches in an inverter leg conducting simultaneously is not allowed, since
this short circuits the bus capacitors which destroys the switches. Thus, for three inverter legs
there are 8 possible states (23) which may be represented by a state vector. Since the bottom
switch is the complement of the top switch, the state vector can be denoted by the state of just
the top switches. The state vectors are summarized as in table 2.1.

Table 2.1: Inverter switching state vectors.

Switch state T5 T3 T1

S0 0 0 0
S1 0 0 1
S2 0 1 1
S3 0 1 0
S4 1 1 0
S5 1 0 0
S6 1 0 1
S7 1 1 1

2.2.4.1 Inverter control

The purpose of the three-phase inverter is to act as a controllable voltage source. The transistors
can be controlled in a linear fashion, i.e. the gate charge is controlled in order for the output
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voltage to equal the commanded voltage. In low power applications6, the resulting losses may
be acceptable, but not in medium to high power applications such as in motor control.

In order to limit the losses, the switches are controlled either fully on or completely off. Thus
carrying either the full load current with little voltage drop across the switch, or no current
with a large voltage drop across the switch. In order to satisfy the requested voltage, the switch
states are varied in turn (modulated), so that the average output voltage equals the requested
voltage. The method used to vary the switch states in order to satisfy a control request (in
the average) is known as the modulation scheme. With any modulation scheme a voltage or a
current command can be enforced. In the case of a current command, the current is fed back
using negative feedback. The current error is then used to generate a voltage command. Hence,
the inverter considered in this dissertation is of the voltage source inverter (VSI) type. Different
modulation schemes, with different advantages and disadvantages, are used in practice. A review
of the main types of modulation schemes follow.

Sine-triangle modulation One method of controlling the switching of the inverter is to
compare the voltage command with a triangle signal. If the voltage command is greater than
the triangle, the top switch in an inverter leg is on and if the triangle is less than the voltage
command the bottom switch is on. In the steady state of the PMSM, the voltage command
is sinusoidal, thus the modulation scheme is known as sine-triangle modulation7. The sine and
triangle wave comparison with the resulting output is as shown in figure 2.5. The output voltage,
with a peak value of vdc2 , is measured with respect to the fictitious neutral in figure 2.4. For the
inverter to behave linearly, the reference voltage, v∗, has to be in range of the triangle peaks,
±v̂c. Near and beyond these limits, the inverter is said to operate in the overmodulation region.

Figure 2.5: Voltage output with sine-triangle modulation.

6An audio amplifier is an example.
7In the literature, sine-triangle modulation is often called pulse width modulation (PWM), although the strict

definition of PWM, such as that by Krause et al., refers to another type of modulation [25].
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In this case, linear operation refers to the average output signal. The window of this average
is calculated over a switching period of the inverter, Tc, and is referred to as the fast-average8.
The gain of the inverter in the linear region is [36]:

G(vdc) =
v̄xn
v̄∗xn

=
vdc
2v̂c

(2.57)

where v̄xn is the average output voltage in phase x with respect to the fictitious neutral, the
starred variable is the reference voltage. Equation 2.57 shows that the gain is a function of the
bus voltage, vdc, therefore a ripple in the bus voltage will cause a current ripple in the load.
In an analogue PWM controller a low frequency drift in the triangle wave peak will also cause
a disturbance in the load currents. Digital controllers have the advantage that the triangle
wave can be kept constant. Analogue PWM controllers can generate the triangle wave as a
function of the bus voltage, thereby rejecting the bus voltage ripple to a certain extent. With
proper controller implementation, both digital and analogue PWM controllers can compensate
for the bus disturbance. The digital controllers are more resistant to electromagnetic interference
generated by the fast switching of the transistors.

Equation 2.57 also reveals that the maximum peak voltage obtainable, assuming linear operation,
is equal to vdc

2 . The obtainable peak value of the inverter can be increased by adding a third
harmonic to the reference signal. This is known as third harmonic injection. The peak value
obtainable for third harmonic injection is vdc√

3
(although the inverter gain is still vdc

2 ). For the
derivation as to why third harmonic injection has this property and the implementation thereof,
the reader is referred to [25].

Hysteresis modulation Another modulation scheme, known as hysteresis modulation, gen-
erates the switching signals by placing a hysteresis window around the reference signal. The
actuated signal is fed back and compared to the windows. If the signal crosses a window the
switches are switched in such a manner so as to drive the signal towards the opposite window.
The operation of hysteresis modulation is illustrated in figure 2.6, where Hw is the window size.
Hysteresis modulation is non-linear so that a gain for the fast-average input-output relationship
cannot be derived. As opposed to sine-triangle modulation, which can operate in open-loop, the
hysteresis modulation cannot operate without feedback.

One of the earliest drive models and simulations in the literature study has been that of [10].
A state-space model of the d-q motor model and the controller is given. The effects of the
inverter switches are included. A comparison between PWM and hysteresis inverter modulation
schemes is also carried out. It is found that PWM may cause a lag in the control, but as long
as the switching period is less than one tenth of the system time constant, the resulting lag is
negligible. Hysteresis control causes a high switching frequency which is inversely proportional

8The average over a period of the modulating signal is zero in the steady state.
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Figure 2.6: Voltage output with hysteresis modulation.

to the size of the hysteresis window. Hysteresis control has higher switching losses than the
PWM switching technique. The increase in current tracking accuracy per increase in frequency
is not as significant for the hysteresis controller as for the PWM controller. High-speed PMSMs
have a small phase inductance, which implies a small time constant. This favours hysteresis
current control, because it does not have the mentioned lag, but requires an inverter that can
withstand the higher losses.

Space vector modulation The sine-triangle and hysteresis modulation schemes control the
voltage in each phase independently, which is non-optimal. The switch states in table 2.1 can be
represented in diagram form as in figure 2.7, along with the resulting voltage vector for the given
switch state. The spatial orientation of the voltage vectors are attributable to the magnetic axis
of the resulting flux vector which results from the current that flows for a specific inverter switch
state. The origin of the vector nature of the voltage state is thus the same as for the current
vector in the space vector model of the PMSM as discussed in section 2.2.2.8. In steady state
operation of the PMSM, there is a phase difference between the current vector and the applied
voltage vector.

Space vector modulation (SVM) considers in which sector the reference voltage vector resides
each switching cycle. The (fast) average reference voltage is obtained as a linear combination of
the voltage vectors spanning the sector in which the reference voltage is at that moment. As an
example, if the required voltage vector is in sector 1, then:

v̄∗ = av1 + bv2 + cv0 + dv7 (2.58)

The weights, a and b, determine the required fraction of the switching period that the inverter
need to be held in a specific state, to obtain the required reference voltage. Since the sum of a
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Figure 2.7: Voltage space vectors [3].

and b is not necessarily equal to the switching period, the remaining time has to be consumed
by the zero voltage vector, v0 and v7, which has no influence on the average voltage. The aim of
space vector modulation is to switch the inverter states S0,k,k+1,7 in such a sequence so that a
minimum number of switch transitions are obtained, thereby minimizing the inverter switching
losses and generated harmonics [3]. The peak voltage obtainable by SVM is equal to that of
sine-triangle modulation with third-harmonic injection. The reader is refereed to [3, 25], for the
implementation details of SVM.

2.2.4.2 Inverter non-ideality compensation

The PMSM control design assumes that the inverter is ideal. In reality, the inverter has non-
idealities which need to be compensated for, so that the motor control can achieve the perfor-
mance predicted by the design.

In the overmodulation region of the sine-triangle modulation, the gain of the inverter is non-
linear. Rowan et al. presents a compensation method to keep the gain linear in the overmodu-
lation region [36].

DC bus voltage disturbance rejection As mentioned previously, in the sine-triangle mod-
ulation paragraph, a voltage ripple in the bus voltage will cause a current ripple in the motor
currents. In the case that the voltage reference is generated by a current error, such as in vector
control, the current control loop will reject the voltage ripple. In the case of an open-loop volt-
age controller, such as V/f control, the DC bus voltage ripple has to be compensated for. The
reference voltage generated by the motor control has to be normalized to be within the limits of
the PWM triangle for the gate signal generation. This normalization gain is the inverse of the
inverter gain in equation 2.57. The inverter inverse gain cascaded with the inverter has a gain
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of unity. Therefore, the inverse of the bus voltage disturbance, cancels with the disturbance on
the inverter if the instantaneous bus voltage is used to calculate the inverse gain, as depicted in
figure 2.8. The bus voltage on which the inverter depends is the instantaneous voltage, whereas
the bus voltage used in the controller is an approximation of the fast-average value.

Figure 2.8: DC bus voltage disturbance rejection.

Dead-time compensation In order to prevent the top and bottom switch of the inverter
from conducting simultaneously, causing a short-circuit known as shoot-through, a delay has to
be inserted in the switch transition. This delay, Tdt, is known as dead-time or blanking time.
The dead-time distorts the output voltage by causing a small offset in the fast-average of the
output voltage, as shown in figure 2.9 (exaggerated). The distortion in the voltage causes a
distortion in the PMSM current, hence a ripple in torque too. At low speeds the torque ripple
cause startup problems and at higher speeds it contributes to hysteresis and eddy current loss.
The current distortion characteristic due to dead-time is shown in figure 2.10.

The distortion near the zero-crossing is known as clamping. The distortion near the peak of
a wave is due to the current clamping in another phase and the algebraic relation that the
current in the isolated neutral point has to sum to zero. Due to its appearance, the dead-time
distortion may be confused for a third harmonic. The zero current clamping is caused due to
the inductive nature of the load: the current, which lags the voltage, is forced by the voltage to
change polarity, now taking longer due to the decrease in voltage by the dead-time distortion.
This explanation is oversimplified and does not explain why the current clamps. For a more
thorough explanation the reader is referred to [37].

The analytic equation of the offset voltage (fast-average) in phase x, due to the dead-time is as
derived by Ben-Brahim [37]:

∆vx = −Tdt
Tc
Vdc × sgn (ix) (2.59)

where sgn (ix) is the sign function of the current in phase x and the other parameters have been
defined previously. The offset voltage due to the dead-time can be normalized by the inverter
gain of equation 2.57 and be expressed independent of the bus voltage as:

∆dx = −2fcTdtV̂c × sgn (ix) (2.60)

where ∆dx is the effective duty cycle offset and V̂c is the peak of the PWM triangle wave. The
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Figure 2.9: Dead-time effect.

analytic expression for the dead-time offset voltage is used as a feed-forward term to cancel (or
at least compensate) for the dead-time effect, known as dead-time compensation (DTC). That
is, the compensation term is added to the reference voltage to produce a compensated reference
voltage as [37]:

v∗c = v∗ + ∆v∗x

= v∗ +
Tdt
Tc
Vdc × sgn (ix) (2.61)

where ∆v∗x = −∆vx. Note that the derivation of equation 2.59 accounted only for the dead-
time delay and assumed ideal switches and an infinite slope for the switch transitions. Sul et
al. presents a more accurate analysis, which accounts for device voltage drop and the switch
transition slope [38]. During implementation, equation 2.59 is used as a guide that can be
adjusted iteratively by observation of the current.

In order to compensate for the dead-time effect, accurate knowledge of the current zero-crossing
instant is required due to the presence of the sgn (ix) term. Uncertainty in the current zero-
crossings due to noisy measurements and high frequency current harmonics, reduce the effective-
ness of the added feed-forward term. To circumvent the effect of the noisy currents, Ben-Brahim
suggests that the current reference be used instead of the measured current. He also proposes a
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Figure 2.10: Current ripple due to dead-time distortion.

modified form of the conventional compensation technique by using a smooth transition of the
current instead of the sign function [39]. The disadvantage of using the current reference is that
it is only applicable in the case when the current is controlled, such as in vector control. In the
case of an open-loop voltage control, such as V/f control, the measured current has to be used,
since there is no current reference available.

A method of compensating for the noise in the current is with the use of a low pass filter. A
normal filter would cause a phase lag and would therefore give an erroneous zero-crossing of
the current. The phase shift can be prevented if the signal is first transformed to the rotor
reference frame, then filtering and transforming back to stationary coordinates. This “extracts”
the fundamental component of the current without a phase shift. Such a filtering method is
implemented by Wang et al. [40].

Instead of compensating for the dead-time in an outer control loop with an average feed-forward
signal, Leggate and Kerkman propose a compensation scheme which corrects for the dead-time
pulse-by-pulse. This method produces less deviation in magnitude and phase than traditional
compensation schemes [41]. Unfortunately, this method requires access to the low level imple-
mentation of the gating signals.

2.2.4.3 Determination of phase-to-neutral voltages

The measurement of the phase-neutral voltage is important for parameter identification as pre-
sented in section 2.2.3. Vector control with a position sensor requires only the sensing of the
motor currents and the rotor angular position, but in certain sensorless vector control schemes,
the phase-to-neutral voltages are also important for estimation of the rotor angular position used
in the control. Extra cabling, required for the controller to have access to the motor neutral, is
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unwanted and depending on the motor design, the neutral connection may be inaccessible for
measurement purposes.

The voltage at the isolated neutral connection of the PMSM is mathematically equal to the
voltage at the fictitious neutral connection. This is not true for the instantaneous voltage,
but for the fast-average voltage. This is useful to know because the derived model of the
PMSM is in terms of the phase-to-neutral voltages. Hence, the phase-to-neutral voltage can be
obtained without having access to the actual neutral connection for measurement. This is done
by transforming the measurable phase-to-ground voltage into the phase-to-neutral voltage with
[25]:  van

vbn

vcn

 =
1

3

 2 −1 −1

−1 2 −1

−1 −1 2


 vag

vbg

vcg

 (2.62)

where the phase-to-neutral and phase-to-ground voltage is as shown in figure 2.4.

2.3 PMSM control strategies

2.3.1 V/f Control

2.3.1.1 Principle of operation

The so called V/f control9 is an open-loop control strategy, i.e. a control strategy with no position
or speed sensor feedback. At standstill, a small voltage is applied to the stator of the PMSM,
which establishes a stationary stator magnetic field. A torque exists due to the permanent
magnet on the rotor that tends to align the rotor with the applied stator field. The frequency
of the field established by the stator current is gradually increased, so that the rotor can follow
the rotating field. Due to the physical and phase displacement of each phase’s magnetic axis, a
rotating field is produced.

A back-emf is induced in the stator, due to the change in flux linkage (by the rotating permanent
magnets) relative to the stationary stator windings. In order for the torque producing current
to be maintained, the terminal voltage has to be controlled to exceed the back-emf, by just
the right amount to keep the current magnitude constant. The back-emf is proportional to the
rotational frequency of the rotor, as observed in equation 2.27. Thus, the controlled voltage
also has to increase proportionally to the rotational speed which explains the name of this type
of control. The principle of V/f control is depicted in block diagram form in figure 2.11. This
control technique is suited for applications which require low dynamic performance, i.e. a slow
change in speed reference and no torque load step change, such as in pump and fan applications
[24].

9Also called Volts/Hertz or scalar control.
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Figure 2.11: Open loop V/f control.

2.3.1.2 Stabilization

The induction machine is naturally stable. If the rotor speed decreases, the slip increases, thereby
inducing larger torque-producing-current, which stabilizes the machine. The same stabilization
effect can be obtained in synchronous machines by adding damper windings on the rotor.

Line-start PMSMs have a damper winding so that they have starting torque like an induction
machine [24, 10]. Once it has started up, it locks into synchronism and the damper windings help
to keep it in synchronism. Line-start machines are usually of the embedded magnet type, with
the damper windings on the periphery of the rotor. These machines have a lower energy density
and as discussed previously, the advent of semiconductor technology made inverter-fed PMSMs
with variable frequency possible. The inverter-fed PMSM has starting torque without damper
windings (hence without the associated losses of damper windings) and has higher energy density
due to the fact that the magnets could be placed on the surface of the rotor.

High-speed applications use interior magnets on the rotor, so that the magnets are not subjected
to a high centrifugal force. With the aid of a stainless steel jacket over the rotor, improvements on
the magnetic material strength and proper adhesive, it became possible to use surface mounted
permanent magnet synchronous machines (SPMSM) in high-speed applications [42]. In surface
mount PMSMs, the damper windings increase the construction complexity and cost. In high-
speed surface mount PMSMs it is even more unfeasible.

Without damper windings which help to keep the machine in synchronism, stability is a problem
[24, 10]. A load disturbance or a sudden change in reference frequency will cause the motor to
lose synchronism [43]. Also, the PMSM by itself is naturally unstable for a mid-range frequency
[24].

Colby and Novotny added active damping by varying the inverter frequency in proportion to
the electromechanical power perturbations. They obtained the power perturbations from the
measured DC-link current [44].

Others to follow, have continued using similar principles to add stability, but usually using the
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three-phase currents to calculate the power perturbations from which a stabilization command
is obtained [24, 45]. The three-phase current is also required for dead-time compensation, hence
the DC-link current measurement can be dispensed.

Ancuţi and Boldea improved the usual stabilization scheme by including a control loop to reject
perturbations in the flux linkage as well as in the power. With the added stabilization loops, the
V/f control becomes more similar to vector control, in that trigonometric quantities (in effect
coordinate transformations) are required. They note that their control is still computationally
less intensive than sensorless vector control [46].

The load and machine parameters influence the design of the V/f curve. Zhao et al. presents an
optimal design of such a curve for PMSMs in super-high-speed applications, which accounts for
the stator resistance [47]. The importance of accounting for the stator resistance, for constant
flux linkage, is discussed by Blaabjerg et al. [24].

2.3.1.3 Efficiency

The current in a V/f controlled drive is larger than necessary, i.e. besides the torque producing
current a reactive component is also present. The reactive component in the current increases
the copper loss.

Colby and Novotny present a search controller for loss minimization. The input power is mea-
sured, terminal voltage adjusted and input power is measured again to see if the change in
terminal voltage decreased the input power. The stabilization loop prevents the search con-
troller from reducing the real power which would cause the motor to lose synchronism [44].

Itoh et al. presents an analytical condition which minimizes the d-axis current by minimizing
the reactive power. Thus, stability is provided with the real power perturbations and efficiency is
improved by minimizing the reactive power. Their optimization control loop requires knowledge
of the phase inductance [45].

Mademlis et al. compares the search controller method with an analytic loss model controller.
They find that the search controller fails to reach a steady state condition which causes a torque
disturbance for each search iteration update to the terminal voltage. Therefore, the analytic
loss model method is favoured [48].

2.3.2 Vector control

2.3.2.1 Principle of operation

Vector or field oriented control (FOC) relies on the dq-coordinate model of the PMSM. The
control principle can be explained with the use of the torque expression of equation 2.38, which
is repeated here for convenience:

Te =
3

2
zpλpiq (2.63)
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The aim of vector control is to control the current to satisfy a torque command (or reference).
In the case of speed control, the torque reference is generated by a speed error. The torque
reference in turn is used to obtain a current command in the rotor reference frame, with the use
of the torque expression. The current command is compared to the actual current from which a
rotor reference frame voltage command is generated. The sine-triangle modulator requires that
the rotor reference frame voltage command be transformed to the stationary reference frame.
The gate signals are then actuated by the inverter. Figure 2.12, illustrates this description of
vector control.

Vector control answers the question of how to control the sinusoidal three-phase current in order
to yield the required reference torque. The use of the dq0 coordinate transformation is central
to the solution. The controlled current is treated as a vector in a reference frame which rotates
with the rotor, resulting in a constant reference current after steady state has been reached. The
current reference is controlled by a proportional and integral (PI) controller. Since the current
reference is at 0 Hz and the integral controller has infinite gain at 0 Hz, a zero steady state error
is possible.

There are essentially two control loops: the speed control loop and the inner current control
loop. In the case of servo control, the reference speed is generated by a third outer control loop
for the angular position.

Figure 2.12: Vector control.

2.3.2.2 Current control loop

The current control in the synchronous reference frame was first proposed by Kerkman and
Rowan. Before the synchronous reference frame current control was proposed, the current ref-
erence was transformed to the stationary reference frame from which a voltage command for
each phase was obtained with a PI controller in each phase. This control had a limited band-
width: after a certain rotational frequency the current control was gradually unable to enforce
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the current reference. It was also thought that the reduction in gain was due to the motor back-
emf. Kerkman and Rowan show that the deficiency of the controller is due to the properties of
the stationary current controller and is not due to motor dependencies, such as the back-emf.
The synchronous reference frame current regulator has zero steady state error for a much larger
frequency range [49].

Lorenz et al. also investigates current regulators in the synchronous reference frame and models
the current regulator with the use of complex vectors. It is shown that the model of a simple
three-phase R − L load transformed to the synchronous reference frame has a cross-coupling
term. Although the synchronous reference frame current controller has zero steady state error,
the cross-coupling term degrades the transient performance of the current control. They show
that the cross-coupled terms can be decoupled with feed-forward terms, resulting in improved
transient current control performance [50]. This is the purpose of the DN (Decoupling Network)
feed-forward term in the block diagram of figure 2.12.

Depending on how the control blocks are arranged, the feed-forward terms may be present in
the feedback path. Hence, this type of linearization of the PMSM is better known as feedback
linearization as presented by Chiasson et al. [51]. Quang and Dittrich use a formal method
in which the required feedback terms to linearize certain classes of non-linear systems, are
determined systematically. The method is known as exact linearization [32]. In the case of the
PMSM model, the required feed-forward terms for linearization can be obtained via inspection
of its mathematical model.

For the speed control loop, the current control loop is considered ideal, because the mechanical
and electrical time constants are far apart. In servo control systems with low rotor inertia this
is not necessarily the case.

2.3.2.3 Different control objectives

The vector control described thus far is known as constant current angle control, where the
current angle, γ, equals 90◦. Krishnan named this constant torque-angle control, where he
defined the torque angle as the angle measured from the d-axis to the resultant stator current
vector, is [28]. Sarma (and elsewhere in the literature) defines the torque angle, δ, as the angle
measured from the q-axis to the resultant stator voltage vector, vs [52].

A constant current angle of 90◦ yields the most efficient control because the reactive d-axis
current is zero. Different criteria may be used to determine the current angle to realize different
control objectives such as: unity power factor control, constant mutual air gap flux linkage
control, optimum torque-per-ampere control and flux weakening operation. The aim of the first
three types of control is basically to utilize the inverter more efficiently and the flux weakening
operation is to drive the motor beyond its rated speed [28].
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2.3.2.4 Field weakening

To increase the speed of a PMSM machine beyond the limit imposed by the DC bus voltage,
the flux linkage between the stator and rotor needs to be decreased in the d-axis, called flux
weakening. This is necessary because at high speed the back-emf exceeds the voltage that can
be modulated by the inverter. This limit is imposed by the bus voltage. A higher bus voltage
may be selected, but this increases the inverter losses. The inverter switch specification need to
be increased and thus the cost. Also, a higher voltage source may not be readily available.

Field weakening is discussed by Pillay and Krishnan as one of the criteria for comparing the
BDCM and PMSM operation [2]. Vas et al. discusses field weakening and its implementation in
vector and direct torque control (DTC) algorithms. Performance features such as torque ripple
and quickness of torque response are used to compare the two control algorithms. Instability
using DTC in the high-speed region is also stressed [5].

In addition to the adaptive observers presented by Xu and Wang earlier, an adaptive flux
weakening algorithm, which is computationally efficient, is also presented [53].

The current control method presented by [4] automatically drives the machine into the flux
weakening region once the required DQ voltage has exceeded a certain amount.

2.3.3 Sensorless vector control

In high-speed applications, the use of an encoder to feed back position (and hence speed) in-
formation becomes impractical. This is due to the cost and reliability of high-speed position
sensors [45].

One approach to addressing this problem is to increase the reliability of the position sensor.
Bünte and Beineke propose a method of reducing the systematic errors made by resolvers and
encoders (in high performance applications) which give a sinusoidal signal, without a substantial
increase in computations [54].

The second approach is to discard the route of using a sensor. There are essentially two sensorless
techniques to determine the position and speed of a PMSM, namely high frequency injection
and state observers [13]. Sensorless vector control is illustrated in figure 2.13. Instead of feeding
back a measured angular position, it is estimated from the measured motor current and terminal
voltage.

The high frequency injection technique depends upon the saliency of the machine (different
reluctance in the d-axis than in the q-axis). It further assumes that the inverter switching
frequency can be modulated high enough to inject these high frequencies, which increases losses in
the inverter. Hence, it becomes impractical in machines with low saliency and/or high frequency
operation. A high frequency can be obtained either with a high speed or a large number of poles.
Despite its dependence on saliency, Staines et al. use this technique for a surface mounted
PMSM, which has a characteristically low saliency factor. This could be done because of a small
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Figure 2.13: Sensorless vector control [4].

amount of saliency that is still present in practice. The experiments were done for a low speed
machine (1500 rpm).

Observers measure some of the state variables and incorporate the measurements into an in-
verse model10 to approximate other unknown state variables, like position and speed for PMSMs.
Another type of observer uses a state model where the error between estimated and measured
outputs is used to drive internal model states to that of the physical system, such as the Luen-
berger observer. Observers suffer at standstill and low speed, because it relies on the measured
back-emf of the PMSM, which has a low signal to noise ratio at low speeds [13].

To overcome the problem of sensorless drives at near zero speeds, quasi-sensorless drives have
been implemented. This is done by using Hall-effect sensors to determine rotor position at near
zero-speeds. As the speed and back-emf increase, the controller may switch over to using only
an observer or may use both methods [14, 55, 15]. Other types of quasi-sensorless drives use
smart integrated sensor ball bearings [56].

A technique for combining multiple sources of state variable information from observers and
sensors, to obtain state variables with less uncertainty is the Kalman filter. Bolognani et al.
uses an Extended Kalman Filter (EKF)11, but only using the dynamic information as an observer
for speed and position. Their technique does not require initial knowledge of the mechanical
parameters or position [57].

In some cases a predetermined pulse sequence is applied to align the rotor to a known position
before starting. In certain applications the rotor is not allowed this alignment step. Hu et al.
discusses a magnetic pole position identification technique using space vector PWM and confirms
its use experimentally. First, the pole magnetic axis is determined, but with a 180◦ uncertainty,

10Feed-forward estimator.
11The normal Kalman filter is used for linear systems only, whilst the EKF is appropriate for non-linear systems

too, such as the PMSM.
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after which the pole polarization is determined using a saturation technique [58]. It is important
to note that the measurement pulses do not rotate the rotor. A method that is very similar is
suggested by Batzel and Lee [59]. If the rotor is allowed to move then the predetermined pulse
sequence may alternatively be used for a dither start up of the machine [59].

Östlund and Brokemper also present a zero to rated speed position detection technique. At
standstill it relies on saliency and at higher speeds it uses an observer. The technique is presented
for an integrated motor drive, i.e. the drive is deployed with the motor, which makes it acceptable
to include very specific machine parameters in the controller [60].

Shinnaka presents a flux-state observer for salient or non-salient machines with very low com-
putational burden, which makes it usable for high frequency control purposes [61].

Another type of observer is to estimate the speed from the measured position signal, instead of
using a backward difference approximation for the derivative. Such a method is proposed by
Chiasson et al. in [51]. It was found that the speed observer yield superior speed resolution in
comparison to the backward difference numeric differentiation of the position signal obtained
from an encoder position sensor12. An encoder cannot measure initial position, but only a ∆θ

for each pulse of the encoder is given as output when rotating. Thus the rotor is pre-aligned to
a known position, θstart, such that the resultant position is obtained by:

θ(t) =
∑

∆θ + θstart (2.64)

Yue et al. developed a robust adaptive initial-position and speed observer using Lyapunov
stability theory. The load inertia and motor parameters are assumed unknown. The observer
assumes limited friction and disturbances. The only inputs to the observer are an incremental
encoder and stator current signals [62]. This is similar to the observer presented by [51], except
that the initial position via pre-alignment is not required.

In cases the dynamic performance requirements are low, such as in fan-type applications, the
observer requirements are also lowered. In Sul et al. a linear observer is developed, along with
a new type of tracking controller using a phase-locked loop, used to track the rotor position
and speed. The design steps of the controller are thoroughly presented. Even though it is for a
sensorless controller, the design of the current controller and speed control loop is still applicable
to a vector controller with position sensor feedback [4].

The load of a machine is part of the plant model. A changing load causes the controller to no
longer be optimal and the observers are not as accurate. To account for changes in the system,
the controller needs a certain degree of adaptivity. Tursini et al. presents a proportional and
integral controller gain tuning technique for when the load changes [63].

The non-linear nature of the PMSM causes the use of linear observers with fixed gains to become
unstable. To obtain stability the system has to make use of gain scheduling. For each operating

12Note that this is not a true “Sensorless” control but it is included in this section because of the use of an
observer.
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point, the gain of the observer is calculated for the PMSM linearized about that operating point.
The optimal controller of Chang et al. uses such a gain scheduling technique [23].

Xu and Wang present an adaptive rotor position observer which is required to decrease errors
introduced by delay in the measurements of the electrical quantities used in the observer [53].
Xu and Chi address the stability problem that arises when a sensorless vector control algorithm
is developed for a motor that runs up to 60 000 rpm. They also note the undesirable effect of
sampling delay and continue to develop a flux observer with less phase shift [13].

The switching noise caused by the inverter can be suppressed with the use of a three-phase LC
filter. The extra states due to the filter components should be accounted for in the observer of
a sensorless drive. A review of different three-phase LC filter topologies and the design of the
extended observer, for both the IM and PMSM drives, is addressed in the thesis of Salomäki
[64].

2.3.4 Direct torque control

2.3.4.1 Principle of operation

Similar to vector control, the principle of direct torque control (DTC) can be explained from
the torque equation, this time expressed in a different form [65]:

Te =
3

2

1

Ls
zp |λs| |λp| sin (δ) (2.65)

where the stator flux linkage magnitude is given by:

|λs| =
∫
|vs −Rsis| dt (2.66)

Instead of controlling the current to satisfy a reference torque (which is generated by negative
feedback of the rotational speed), the torque is controlled directly by controlling the stator
flux linkage vector with appropriate stator voltages. The stator voltage in DTC is controlled
exclusively with the space vector modulation technique, due to the inherent nature of DTC.

Similarly to vector control, there is a position sensorless version of the DTC. The sensorless
DTC is more common which misleads some authors to state that DTC is exclusively a sensorless
control technique. The sensorless direct torque controller is shown in figure 2.14. In the position
sensor case, the flux estimator makes use of the rotor angular position.
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Figure 2.14: Direct torque and flux control [5]

2.3.4.2 DTC control features

Direct torque control has some notable characteristics. The torque control dynamics is quicker
than that of vector control, but has higher torque ripple than for vector control. The main
problem addressed for DTC in PMSM drives is the torque ripple. This is due to the motor
reacting differently to the zero voltage vectors than in the induction motor [65]. Vas et al.
presents a method of reducing the torque ripple for DTC [5].

Similarly to vector control, there are still two control loops, but the current control loop is
replaced by a flux linkage control loop. The torque and flux controller is controlled by hysteresis
controllers which contribute to torque ripple and variable switching frequency. Taibi et al. also
present methods to reduce the torque ripple. This is done by a non-hysteresis controller and by
injection of a dither signal [66].

DTC is also less dependent on known motor parameters, which increases its robustness. The
flux estimator is sensitive to stator resistance variation. The back-emf estimators of sensorless
vector control are also sensitive to this parameter [66].

The computational burden of DTC is regarded as lower than that of vector control due to the
lack of the dq0 transformations. For the same reason its implementation is claimed to be easier.
For a more detailed comparison between DTC and vector control the reader is referred to the
article by Merzoug and Naceri [67].

2.4 Summary

The important achievements of the literature study can be summarized as follows:

• A mathematical model of the PMSM, appropriate for control development and simulation
has been identified. An overview of its derivation has also been presented.
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• The method of determining the parameters of the aforementioned PMSM model was pre-
sented.

• Aspects of the non-ideal voltage source, in the form of the voltage source inverter, were
identified in the literature. Special attention has to be given to the compensation of these
effects, since the PMSM control assumes an ideal voltage source.

• An overview of the different PMSM control strategies was given, which introduced the
basic operational principle of each control strategy. Important aspects of the V/f controller
included the required stabilization and efficiency loops. The two important control loops
of the vector controller, namely the current control loop and the speed control loop were
also investigated.
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Chapter 3

Controller design

This chapter presents the design of the V/f and vector controllers. This is preceded by design
preliminaries which present the PMSM parameters used in the design and the Matlab/Simulink®

simulation model of the PMSM used to verify the designed controllers later on in this chapter.

The vector controller design consists out of the design of the current and speed control loops.
Special attention on the current control is given with a discussion on the feed-forward terms
required to linearize the current control. A derivation of extra decoupling terms which com-
pensates for the delay in the current control (which is important especially at high speeds) is
presented. The speed controller design consists out of three parts, namely the design of the refe-
rence speed generator, the observer which extracts the PMSM speed from the measured position
and the PI speed control gains (which is heavily dependent on the speed observer bandwidth).

The V/f controller design consists of several parts: derivation of the open-loop feed-forward
voltage, linearization of the V/f controller to inspect the machine stability numerically, a reduced
order model from the linearized machine model from which analytical insight is gained into the
lack of damping, design of the stabilization loop and the design of the high efficiency loop. The
method of stabilization (as commonly used in the literature) is presented.

The design of both the vector and V/f control is verified via simulation of the motor response
to a speed ramp and a torque load step after the motor has reached the reference speed.

The chapter concludes with a section considering the inverter non-idealities which adversely af-
fects the designed controllers. The compensation of the inverter non-idealities are also presented
and verified via simulation.

3.1 Design preliminaries

3.1.1 PMSM parameters

Throughout the controller design of this chapter, the PMSM parameters as presented in table
3.1 are used, except where indicated. These parameters were obtained with the least squares
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identification method discussed in section 2.2.3.2. The Matlab® implementation of the least
squares identification is presented in appendix A.3.

Table 3.1: PMSM parameters

Parameter description Symbol Value Parametric Error Index
#Pole pairs zp 1 N/A
Stator inductance Ld 448× 10−6 H 9.86

Stator resistance rs 0.158 Ω 27.1

Stator permanent magnet flux linkage λp 49.7× 10−3 Wb.t 2.24

Rotor polar moment of inertia J 1.91× 10−3 kg.m2 281

Viscous friction loss coefficient B 90.4× 10−6 N.m.s/rad 1230

Coulomb friction force Tl 0.122 N.m 1192

Note the large coulomb friction force, which is uncharacteristic of high-speed PMSMs. This may
be due to a number of various causes in the mechanical design and/or assembly procedure.

3.1.2 PMSM simulation model

Simulation of the designed controllers in this chapter use a simulation model of the PMSM based
on the state-space model presented in section 2.2.2.7. The simulation models presented in this
chapter are implemented in Matlab/Simulink®. The simulation models are constructed in a hie-
rarchical form of varying levels of abstraction, via the Subsystem feature of Matlab/Simulink®.
The top level of the PMSM simulation model with its immediate lower level is as shown in figure
3.1.

The sub-levels of the electrical and mechanical domain subsystems of figure 3.1, are implemented
as shown in figure 3.2.

The implementation of the transformation to and from the rotor reference frame, as used in the
PMSM simulation model of figure 3.1, is shown in figure 3.3.

A user-interface for parameter input of the PMSM model is created via the Mask Subsystem
feature of Matlab/Simulink®. The parameter menu is presented in figure 3.4. The entered
parameters are those of table 3.1. Note that the peak flux linkage is initialized at the start of
simulation by:

λp =
√

2
Es
ωs

(3.1)

where Es is the rated no-load stator rms voltage at the rated stator frequency, ωs.

3.2 Vector control

The operational principle of vector control is presented in section 2.3.2. This section’s aim is to
present the control design of the vector control.
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Figure 3.1: PMSM simulation model (motor).

3.2.1 Current control

3.2.1.1 Linearized model via feed-forward terms

In order to follow a reference speed signal, a torque reference (generated via negative feedback
of the speed control loop) has to be actuated. The torque reference is actuated by means of the
current control loop. The feed-forward linearization is assumed ideal so that the stator set of
differential equations reduce to those of a two-phase RL-circuit:

pid =
1

Ld
(rsid + v∗d) (3.2)

piq =
1

Lq

(
rsiq + v∗q

)
(3.3)

where v∗d and v∗q are reference voltages which are generated by the PI current control loop. The
feed-forward linearization is performed by adding terms to the reference voltage which cancel
with the cross-coupling terms which inherently form part of the PMSM model. The decoupling
term is:

vDNdq = −ω

[
0 Lq

−Ld 0

][
id

iq

]
(3.4)
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Figure 3.2: PMSM simulation model sub-domains.

With the plant of the current control loop linearized, classical control design methods are appli-
cable.

Another source of cross-coupling is that due to the anti-aliasing filters, as shown by Sepe and
Lang [68]. As with the PMSM model, the cross-coupling can be corrected with feed-forward
terms. The cross-coupling terms are derived by transforming the state-space model of the filters
in the stationary reference frame to the rotating reference frame. The state-space model of the
first-order, three-phase, anti-aliasing filter is:

p

 iaf

ibf

icf

 =


− 1
RfCf

0 0

0 − 1
RfCf

0

0 0 − 1
RfCf


 iaf

ibf

icf

+


1

RfCf
0 0

0 1
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0

0 0 1
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 ia

ib

ic

 (3.5)

Note that input and filter signals ix and ixf are not the actual currents, but are voltage signal
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Figure 3.3: dq0 transformations.

outputs from current sensors, which are denoted with current symbols.

The stationary to rotating reference frame transformation for a state-space model is:

pxabc = Axabc +Buabc

p (Kr)
−1 xdq0 = A (Kr)

−1 xdq0 +B (Kr)
−1 udq0

Krp (Kr)
−1 xdq0 = KrA (Kr)

−1 xdq0 +KrB (Kr)
−1 udq0 (3.6)

where p is the time derivative operator, d
dt . Assuming that system and input matrices are

symmetrical, the equations can further be simplified to:

Krp (Kr)
−1 xdq0 = Axdq0 +Budq0 (3.7)

The final step in deriving the rotating reference frame state-space model is to apply the chain
rule of differentiation to the left-hand-side term. The simplification thereof is the same as
for equation 2.22. After simplification, the state-space model in the rotating reference frame
becomes:

pxdq0 = (A− ωrJ)xdq0 +Budq0 (3.8)

Rearranging the state-space model in terms of the state vector (although implicitly), yields:

xdq0 = −A−1Budq0 +A−1ωrJxdq0 +A−1pxdq0 (3.9)

which reveals the cross-coupling term (due to the skew symmetric matrix J) as the second
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Figure 3.4: PMSM model user-interface.

right-hand side term:
xXdq0 = A−1ωrJxdq0 (3.10)

Since the filter’s transfer matrix is diagonal, its inverse is simply the reciprocal of the entries on
the diagonal.

The delay of the zero-order hold (ZOH) cause cross-coupling, similar to that due to the phase
shift of the anti-aliasing filter. Figure 3.5, depicts the delay as a rotation of the current angle.
The erroneous current due to the delay is measured as:[

ĩd

ĩq

]
=
∣∣∣̃is∣∣∣ [ sin (φ)

cos (φ)

]
(3.11)

where the phase delay is: φ = ωr
Ts
2 . The delay is assumed to be half a sampling period, Ts2 .

Even for a small delay, the coupling from the q-axis to the d-axis can be substantial for a large
current magnitude, |is|. For a small delay, the trigonometric functions can be approximated so
that the delayed current is given by:[

ĩd

ĩq

]
≈
∣∣∣̃is∣∣∣ [ ωr

Ts
2

1

]
(3.12)

which shows that for constant current angle control with a current angle of π
2 , that the q-axis

current is unaffected, i.e. ĩq ≈
∣∣∣̃is∣∣∣and that coupling is mainly from the q-axis to the d-axis:

ĩd ≈ ĩqωr Ts2 .

The cross-coupling due to the anti-aliasing filter and sampler delay can be combined to yield
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Figure 3.5: Measured current vs. actual current due to sampler delay.

the total cross-coupling in the measured current:

iXdq = A−1ωrJidq +

[
0 ωr

Ts
2

0 0

]
idq

= ωr

[
0 1

ωC
+ Ts

2

− 1
ωC

0

]
idq (3.13)

where ωc is the cut-off frequency of the anti-aliasing filter. Equation 3.13 can be used as a
feed-forward correction term in the control to yield a better estimate of the actual current. Note
the dependence on the rotational speed, hence the importance of correcting the cross-coupling
for high-speed PMSMs.

If the controller’s computation frequency can be implemented high enough, then the sampler
delay is negligible and the anti-aliasing filter cut-off frequency can be set high, so that feed-
forward correction of the cross-coupling may unnecessary. The advantage of using the feed-
forward correction is that, even with the added computations (four multiplications and two
additions) due to the feed-forward correction, a smaller control frequency may be used.

3.2.1.2 Digital control design preliminaries

Due to the control complexity, the control sampling period is constrained by the hardware
characteristics on which the control algorithm is executed. Note that the control of both the
motor and generator (which serves as a torque load) has to execute on the dSPACE® DS1005
controller. From previous experience with the DS1005 controller, the control frequency is chosen
as 10 kHz.

To investigate if the sampling frequency is fast enough, the ratio between the system time
constant and the sampling period is inspected. A small ratio has a larger destabilizing effect on
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the control system. In the case of the PMSM, the dominating time constant is that due to the
stator electrical dynamics:

τe =
Ld
rs

(3.14)

=
448× 10−6

0.158
= 2.84× 10−3 s

It can be seen that the electrical time constant, τe, is roughly twenty five times larger than the
chosen control period:

τe
25

= 113µs ≈ Ts = 100µs

This result would lead one to conclude that the effect of the sampling period is negligible.
Unfortunately the non-linear nature of the PMSM also has to be considered. In order for the
constant current control to perform well, the current angle has to be controlled at π

2 . During the
transient response to a step in load torque, the phase difference between reference and actual
current angle has to be kept to a minimum. The assumption that the non-linear torque:

Te = Ktiq sin (γ) (3.15)

may be approximated with the linear torque:

Te = KtiqC (3.16)

rests entirely on how well the current angle can be controlled to be constant at all times. At
the peak torque producing current angle of π

2 , a lag in the phase current angle would decrease
the actuated torque and therefore increase the phase lag due to a torque load disturbance even
more, resulting in a positive feedback effect. Given a torque load disturbance equal to the rated
torque, the deviation of the actual position with respect to the expected position in one sampling
period is unnoticeable:

∆θmax =
dω

dt
T 2
s (3.17)

=
Te
J
T 2
s

=
2.5

1.9× 10−3

(
100× 10−6

)
2

= 13.2µrad

Note the difference in orders of magnitude between the mechanical and electrical time constants:

τm =
J

B
=

1.91× 10−3

90.4× 10−6
= 21.1 s (3.18)

Therefore, the destabilizing effect of the current angle being misaligned with respect to the
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permanent magnet angular position due to a torque disturbance is damped due to the rotor
inertia. Thus, the controller sampling frequency may be considered sufficient.

The sample-and-hold delay of the analogue-to-digital converter (ADC) needs to be taken into
account when designing the current control gains due to the phase lag it introduces in the current
control loop1. If the sampling frequency is much larger than the closed-loop bandwidth of the
controlled system, the delay due to the sample-and-hold can be neglected and the controller
can be designed in the s-plane. This is known as design by emulation [31]. The continuous s-
plane transfer function of the controller can then be written in terms of its differential equation
representation and be discretized into a difference equation, which is in appropriate form for
implementation on a digital signal processor (DSP). The sampling frequency has to be a factor
of ten times larger than the closed-loop bandwidth in order for the ZOH delay to be considered
negligible, according to de Kock [31]. The delay caused by the ZOH for the chosen sampling
period at a rotational frequency of 500 Hz, is 9◦. This position delay is of a static nature which
cause cross-coupling between the dq-axis of the measured current. Section 3.2.1.1, showed how
to compensate for this static phase shift and the preceding paragraph showed that the dynamic
phase shift (i.e. the phase shift due to a small signal disturbance) is limited by the rotor inertia.

The phase lag of the ZOH is accounted for in the design of the high-speed PMSM current
controller, by designing the controller in the z -plane, so that stability is assured. The transfer
function of the plant and ZOH in the z -domain is:

G(z) = Z [G (s)HZOH (s)]

= Z

[
G (s)

1− e−Tss

s

]
=

z − 1

z
Z

[
G(s)

s

]
(3.19)

In order to use classical control design methods, such as Bode diagrams, it is preferable to
continue the design in the w-plane by means of performing the bilinear transform on the z -plane
transfer functions. The w-plane is a good approximation to the s-plane for frequencies less
than: 2π

10Ts
[69]. The distortion caused by the bilinear transformation can be counteracted by

compensating the transfer function before applying the transformation, known as prewarping.

A simpler approach of including the effect of the ZOH is by approximating it by means of
a polynomial in the s-plane. Ridley used a polynomial approximation to a transfer function
describing PWM sampling gain in his thesis on small-signal modelling of current-mode controlled
dc-dc converters [70]. In fact, the PWM sampling gain he used is the inverse of the ZOH
transfer function. The polynomial parameters aimed to fit the PWM sampling term’s gain-
phase characteristic from 0 Hz to the Nyquist frequency with minimum error. The expression of

1The feed-forward correction of the cross-coupling due to delay in the measured current in section 3.2.1.1 is a
static compensation. The delay still need to be considered in the dynamics of the control system.
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the second order approximation polynomial is of the form:

H̃e(s) = 1 +
s

wnQz
+
s2

w2
n

(3.20)

where the parameter values:

Qz =
−2

π
(3.21)

ωn =
π

Ts
(3.22)

optimise the polynomial fit. The choice of parameters gives a maximum error of 0.2 dB and 3◦

for frequencies in the range
[
0, Fs2

]
and equal the gain-phase characteristic of the PWM sampling

gain at the end-points of the frequency interval of interest [70].

The PWM sampling gain polynomial is modified to approximate the ZOH transfer function as:

H̃ZOH (s) =
1

1− s
wnQz

+ s2

w2
n

(3.23)

where the parameter values are unchanged. The first order coefficient sign is changed in order
for the phase to be decreasing. The same error for the ZOH approximation is obtained as for
the PWM sampling gain for the frequency range of interest as shown in figure 3.6.
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Figure 3.6: Zero-order hold approximation error.

3.2.1.3 Current control design

The different elements involved in the q-axis current control are depicted in block diagram form
as shown in figure 3.7. The controller gain for the d-axis is the same as for the q-axis, since the
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parameters for the dq-axis are assumed equal for the surface mount PMSM.

The transfer functions in the block diagram are functions of the s-plane variable. The discrete
nature due to the ZOH is approximated with the s-plane polynomial, HZOH (s), as discussed
in the previous section. The controller, Gc (s), is a proportional and integral (PI) controller.
The DC gain of the inverter transfer function, Gi (s), is assumed to have been normalised with
respect to the bus voltage, vdc, in the controller.

The inverter is modelled by a single pole due to half a switching period delay for the PWM
control [28]. The inverter switching frequency is selected as 20 kHz, which would result in a
small current ripple, no audible noise and not too high in order to limit inverter losses.

The plant for the q-axis is simply that of the RL-circuit due to the feed-forward decoupling, v∗qdn.
The anti-aliasing filter, Hf (s), is shown preceding the ZOH transfer function in the feedback
path.

Figure 3.7: Current control block diagram.

One possible choice of the PI controller gain is such that it cancels with the dynamics of the
plant (pole-zero cancellation) [4]:

Gc(s)GP (s) =

(
Kp +

Ki

s

)
1

sLq + rs

=
ωc
s

(
s
Kp

ωc
+
Ki

ωc

)
1

sLq + rs
(3.24)

Hence, in order for the PI controller to cancel with the plant, the gains need to be:

Kp = ωcLq (3.25)

Ki = ωcrs (3.26)

The remaining dynamics, after the cancellation, is a pure integrator with a DC gain of ωc.
The integrator’s DC gain term dominates the total open-loop gain, therefore the term used to
calculate the gain at the cross-over frequency is approximately:

20 log10

(ωc
ω

)
= 0 dB

∴ ω = ωc (3.27)
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thus, the cross-over frequency can be set by specifying ωc. Choosing the cross-over frequency
to be 1 kHz, the resulting current control gains are Kp = 2.92 and Ki = 993. A gain margin
of ≈ 15 dB and a phase margin of ≈ 60◦ is predicted, as shown in figure 3.8. Note that the
phase delay increases linearly, although it appears non-linear on the logarithmic scale. The
prediction of the phase margin for the s-plane transfer function with the ZOH approximation
nearly coincides with that of the exact z-plane transfer function. The difference in gain margin,
2.6 dB, is due to extra zeros in the z-plane transfer function.

The resulting integrator-like dynamics of the open-loop system is a desirable feature. An ap-
proximation of the closed-loop transfer function is:

Acl (s) ≈
ωc
s

1 + ωc
s

=
ωc

s+ ωc
(3.28)

which is a first order Butterworth filter (maximally flat). This implies no ringing in the range
of the current control bandwidth.
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Figure 3.8: Bode diagram of current control open-loop gain.

The closed-loop bandwidth is approximately 1.9 kHz, as shown in figure 3.9. The control fre-
quency is only five times greater than the closed-loop bandwidth, which necessitated that the
ZOH delay be taken into account. The bandwidth of the discrete and continuous transfer func-
tion is almost equal, showing thus the usefulness of the ZOH approximation in the s-plane. Note
that the phase shift of ≈ 30◦ at an angular rotation of 500 Hz is not applicable, since the current
is controlled in the rotor reference frame, i.e. the angular velocity is effectively at 0 Hz.

The closed-loop bandwidth from the Bode diagram is for a small-signal reference. To verify if a
large-signal reference, such as rated current can be excited, the power bandwidth of the controller
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is of interest. The power bandwidth is defined as that frequency at which half the maximum
power amplifier current can still be enforced without being distorted. Its derivation relies on
relating the peak current slew rate that the power amplifier can enforce and the slew rate of
a sine wave with amplitude of half the maximum current. The power bandwidth expression
relating the power amplifier parameters, is [71]:

fpbw =
m̂iVdc

πÎPAL
(3.29)

where Vdc is the DC bus voltage, ÎPA is the maximum power amplifier current and L is the load
inductance. The modulation index, m̂i, has been added to the expression obtained from the
reference. In order to assure that the current is not distorted (as required by the definition), the
DC bus voltage value is weighted down with the maximum modulation index which still yields
linear operation (mi ≈ 0.8). The DC bus voltage for this project is assumed to be at least 311 V.
The maximum PMSM current is assumed to be 30 A. The power bandwidth is determined to
be greater than 5.5 kHz.
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Figure 3.9: Bode diagram of current control closed-loop gain.

The step response for the closed-loop current control (determined from the transfer function)
is as shown in figure 3.10. The step response of the continuous transfer function appears as
a smoothed version of the pulse transfer function. If the pulse transfer function’s response
is delayed by half a sampling period, its value at the sampling instants corresponds to the
continuous transfer function step response.

Details of the transfer function parameters and calculation of the open- and closed-loop gain is
presented in appendix C.4.
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Figure 3.10: Current control step response.

3.2.1.4 Current control simulation

The designed current control is verified via a simulation in Matlab/Simulink®. The top level
of the current controller model, connected to the PMSM model is shown in figure 3.11. The
controller receives low pass filtered versions (for anti-aliasing) of the rotational position, speed
and three-phase current as inputs.
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Figure 3.11: Current control model interfaced with PMSM model.

The lower level of the current controller is modelled as shown in figure 3.12. The dq-axis current
reference at the top left-hand side serves as control input. The signals used for feedback and
feed-forward linearization are the remaining inputs below the current reference, each followed by
a ZOH block. The current reference is followed by a saturation block, which limits the current
reference to the maximum allowed current value. In effect, the current limit, limits the maximum
electromagnetic torque applied to the PMSM.

The saturation is included to verify that its intended operation is obtained. It is important to
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model the controller as close as possible to that which is implemented. A modification in the
implementation deviating slightly from the designed controller, thought not to be significant,
may have unintended complications.
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Figure 3.12: Current control simulation model.

The feed-forward decoupling is a partial copy of the PMSM electrical domain model as shown
in figure 3.13. Since the feed-forward calculation requires the rotor reference frame current, idq,
its calculation is done in this subsystem and fed to an output for use in the negative feedback of
the current control in the higher level subsystem. The transformation blocks used in the PMSM
model are also used in the controller2.

The output of the stationary to reference frame transformation is corrected by feed-forward
terms which compensate for the coupling caused by the anti-aliasing filter and sampling delay,
as presented in equation 3.13. Figure 3.14 presents the implementation of the decoupling as
contained in the AA filter decouple subsystem.
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Figure 3.13: Feed-forward linearization terms.

The implementation of the PI controller is as shown in figure 3.15. The controller employs
anti-windup for the integrator, as presented by Sul et al. [4]. If the saturation block’s limit is
exceeded, then the difference between its input and output is greater than zero, which weighs
the integral input down, so that it never exceeds the limit imposed by the saturation block.

2This shows the high degree of code re-usability of Simulink® due to grouping logical atomic code into visual
units.
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Figure 3.14: Measurement delay decoupling.

An integrator block with anti-windup is available in the Matlab/Simulink® library, but the
presented anti-windup limits both controller gains with a single saturation block, which is more
efficient than using a limited integrator with a second saturation block to limit the sum of the
controller gains. Anti-windup of the integrator is important, since it acts to limit excessive
overshoot, which is potentially destabilising, in case the PI controller had a large error input for
an extensive period. Also note that the feed-forward linearization is added before the saturation,
thereby limiting the total reference voltage. The gain in the feedback path of the anti-windup
loop is [4]:

Kaw =
Ki

Kp
(3.30)

The voltage limit of the anti-windup is determined as the product of the maximum allowed duty
cycle (which is dependent on the type of inverter modulation) and the inverter gain, i.e.:

Vlim

(
Vdc, d̂

)
= d̂Gi (Vdc) =


Vdc
2 Sine− Triangle

Vdc√
3

Third−Harmonic Injection
(3.31)
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i_dq _e*

1

Figure 3.15: PI control model with anti-windup.

The input to the inverter is the sum of the three-phase control voltage and third harmonic
injection terms, normalised into a duty cycle value. The calculation of the third harmonic
injection term is as shown in figure 3.16. The expression for the third harmonic injection [25]:

v3H
abc =

1

6

√
v2
q + v2

d sin (−3θc) (3.32)
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is identical for each phase, i.e. no phase shift for the different phases3. With a higher ob-
tainable phase voltage with third harmonic injection, field weakening becomes necessary only
after a higher rotational speed, thereby increasing the drive efficiency. Via the simulation user-
interface the modulation scheme used can be switched between sine-triangle modulation and
third-harmonic injection. Depending on the selection, the duty cycle limits are ±1 and ± 2√

3
for

sine-triangle and third harmonic injection, respectively. The duty cycle limits, together with the
inverter gain determines the voltage limit imposed by the PI current controller.

The normalisation is performed with the inverse of the inverter gain inside the v2d subsystem.
In order to yield extra DC bus voltage disturbance rejection, the inverter inverse gain may be
computed from a measured DC bus voltage. In an actual drive, the DC bus voltage has to be
measured anyway for use in brake circuitry to prevent over-voltage conditions, which pose a
danger to the DC bus capacitors and semiconductor switches.
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Figure 3.16: Third harmonic injection term.

The inverter is modelled as shown in figure 3.17. Via the controller’s user-interface the inverter
model can be switched between a PWM switching inverter and an average value inverter. The
average value inverter multiplies the input duty cycle by a linear gain term. The combination
of the inverter’s inverse gain, v2d, used for normalisation and the average value (linear) gain
in effect use the reference voltage directly as the inverter’s output. The average value inverter
simulates orders of magnitude quicker than the PWM inverter4, but the user has to double check
that the reference voltage does not drive the inverter into a non-linear region. If the inverter
operated in a non-linear region, the simulation response of the average and PWM inverters will

3The trigonometric identity may be either sine or cosine, depending on the dq0 transformation convention
used. That is whether phase-a is aligned with the d-or q-axis when the rotor angle is aligned with the phase-a
magnetic axis.

4When the average value inverter is selected, the PWM inverter model is prevented from simulating, by placing
it inside an enabled subsystem. To further improve simulation time, the maximum time step (hmax) is set during
initialisation of the simulation depending on whether the average value or PWM inverter has been selected.
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differ, in which case the PWM inverter’s response is more accurate. The PWM inverter model
does not include the effect of dead-time. Models which include the dead-time effect are presented
in section 3.4, with regard to dead-time compensation.
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del.

Figure 3.17: Inverter simulation model.

The linear gain used for the inverter is vdc2 . For design, the DC bus voltage is assumed 311 V. The
origin for the DC bus voltage value is clarified in section 4.2. With the third harmonic injection,
the peak voltage obtainable by the inverter is approximately 180 V. With the assumed DC
bus voltage a peak fundamental voltage before entering over-modulation is 144 V, whilst the
peak PMSM voltage at maximum speed (500 Hz) is 156 V, therefore the inverter will operate
slightly in the over-modulation region at that speed. The use of field weakening to avoid over
modulation is also an option. With third harmonic injection the use of field weakening (which
increases motor losses) can in this case be avoided.

The q-axis current step response is shown in figure 3.18, for both the average and PWM inverters.
Note how the average inverter’s response passes through the PWM inverter’s response. To obtain
the same accuracy for the PWM inverter as for the average inverter the maximum time step had
to be an order of magnitude smaller (10µs vs 1µs). The time step during the simulation varies,
since a variable step solver appropriate for stiff differential equations was used (ode23tb). The
rotor is held fixed in the simulation by setting the rotor moment of inertia to infinity.

The large inflections in the response curve are the controller sampling times, when new duty
cycles are generated. The rise time, 175µs, is faster than that determined from the closed-loop
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transfer function. The overshoot is slightly greater for the simulation than that determined from
the transfer function (7.8 % vs 7 %). The cause of the difference in delay between the simulation
model and transfer function is unclear. The current control simulation model is located in
appendix C.5.
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Figure 3.18: Current step response with performance measures.

3.2.2 Speed signal extraction

Before the speed controller can be designed, the method by which the speed value is extracted
from the angular position measurement is developed. The method determines the bandwidth of
the speed signal, which in turn determines the choice of the speed controller gains.

3.2.2.1 Numerical differentiation

The obvious method of obtaining the speed signal from the position signal is via numerical
differentiation, such as the backward difference method. Figure 3.19, shows the model for
calculating the speed from the position via the backward difference approximation.

The angular position input cannot increase indefinitely and has to reset at some point, hence
the saw-tooth nature of the input. The discontinuous edge denotes one revolution. The range of
the angular position sensor is [0, 2π]. Due to the discontinuity in the input signal, the backward
difference formula cannot be applied directly and requires a form of edge detection. Depending
on the edge being falling or rising (rotation direction) a constant is added to the newest sampled
position to bridge the discontinuity with the previously sampled value. The implementation of
the numeric differentiation is listed in algorithm 3.1.

The angular position input is sampled and held by the ZOH, after which it is quantized to the
numerical accuracy of the ADC. Quantization noise causes low frequency harmonics in the speed
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[72]. Another problem is the amplification of high frequency noise in the position signal by the
differentiator. Due to the aforementioned noise, a second order low pass filter is used.

The output of the numerical differentiation algorithm is shown in figure 3.20. The magnification
box shows the attenuated high frequency ripple superimposed on a low frequency harmonic due
to quantization noise. The quantization disturbance is larger at lower speeds. The quantization
noise seems negligible in the shown (open-loop) response. In a closed-loop system the quanti-
zation noise is more severe as it tends to circulate and amplify in the controller. The backward
difference simulation model is included in appendix C.6.

theta _r

rad /s_to_Hz

-K-

pos2speed

θr ω r
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Scope

Quantizer

(a) Backward difference simulation model.
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1

(b) Implementation of pos2speed block.

Figure 3.19: Speed from position via backward difference.

Algorithm 3.1 Calculation of backward difference with falling/rising edge detection.

function y = BDif f (u , uold )

Ts = 1/10 e3 ;

%Detect angu lar r e v o l u t i o n
i f (u−uold )<(−0.7∗2∗pi )

ro t = 2∗pi ;
e l s e i f (u−uold ) >(0.7∗2∗pi )

ro t = −2∗pi ;
else

ro t = 0 ;
end

%Backward d i f f e r e n c e formula
y = ( ( u + rot )−uold )/Ts ;

end
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Figure 3.20: Numerical differentiation algorithm response.

3.2.2.2 Speed observer

The problem of quantization noise can be addressed by using an observer instead of the backward
difference method. Roche et al. analysed quantization noise in position servo systems and the
reduction thereof. Their analysis shows that the current ripple (and the increased losses) is
quadratically dependent on the speed loop bandwidth. Suggested methods of reducing the
quantization noise are oversampling (to increase resolution) and the use of a speed observer [72].

The speed observer can be extended to estimate the load torque. By estimating the load torque
and including it in the control loop, better load torque disturbance rejection can be achieved.
The set of differential equations describing the speed and load-torque observer is given by [30]:

pθ̂ = ω̂r + l1

(
θ − θ̂

)
(3.33)

pω̂r =
1

J

(
Te − T̂l −Bω̂r

)
+ l2

(
θ − θ̂

)
(3.34)

p
T̂l
J

= l3

(
θ − θ̂

)
(3.35)

where the electromechanical torque is approximated by: Te = Ktiq.

With the observer gains, l1..3, set equal to zero, the differential equations are just the state-space
model describing the rotational dynamics with a load torque of zero. If the simulation model
starts with initial values equal to the actual initial states and run in parallel to the actual system,
it will track the actual states assuming ideal conditions. In fact, the ideal assumption is invalid
and the real world system will always differ (even though it might only be slightly) with the
simulation model. Thus after a time, the actual and simulated state variables diverge. This is
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the purpose of the “correction” term, θ− θ̂. An error between the simulated and actual position
drives the estimated position back to the actual position. The correction term also drives the
other state variables, although a non-zero steady state error is possible.

In order to design the observer gains, it is useful to set the differential equations in state-space
form:  pθ̂

pω̂r

p T̂lJ

 =

 −l1 1 0

−l2 −B
J −1

−l3 0 0


 θ̂

ω̂r
T̂l
J

+

 l1 0 0

l2
Kt
J 0

l3 0 0


 θ

iq

0

 (3.36)

y =
[

1 0 0
]
x

The roots of the observer characteristic equation can be set with the use of Ackermann’s formula
[73]:

L = p (A)P−1
o

[
0 ... 0 1

]T
(3.37)

where p (A) is the desired characteristic polynomial, evaluated forA, and P o is the observability
matrix, defined as [73]:

P o =
[
C CA ... CAn−1

]T
(3.38)

A first choice for the observer characteristic polynomial is that determined by the ITAE criterion
for a step input [73]:

p(s) = s3 + 1.75ωns
2 + 2.15ω2

ns+ ω3
n (3.39)

where ωn is the natural frequency related to (although not equalling) the bandwidth, which can
be obtained from the Bode diagram for use in the speed control design. The chosen bandwidth is
a compromise on speed of response and noise disturbance rejection, such as the aforementioned
quantization noise.

The ITAE criterion for a step is not optimal for the speed observer, because the transfer function
from rotational to estimated speed has a zero:

Tω̂ω (s) =
sl2 − l3

J

s3 + s2
(
B
J + l1

)
+ s

(
l1
B
J + l2

)
− l3

J

(3.40)

The ITAE criterion for a ramp input includes a zero, but requires a relationship between the
denominator and numerator coefficients. The coefficient requirement is obtained if the rela-
tionship: l1BJ � l2, holds. The polynomial satisfying the ITAE criterion with a ramp input is
[73]:

p(s) = s3 + 1.75ωns
2 + 3.25ω2

ns+ ω3
n (3.41)

The bandwidth related parameter, ωn, is chosen as 2π5, after observation of the simulation
response which included quantization noise with a precision of 8 bits. The low precision of the
high-speed position sensor restricts the selected bandwidth. The resulting observer gains are
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calculated as:

L =

 l1

l2

l3

 =

 54.9

3206

−44.2

 (3.42)

The Bode diagram of the observer speed transfer function is shown in figure 3.21, from which
the observer bandwidth is noted as 12 Hz.
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Figure 3.21: Bode diagram for observer speed transfer function.

The simulation model of the speed observer is shown in figure 3.22. A special integrator had
to be implemented which resets the angular position each revolution. The first order, forward
Euler numerical integration formula is used. A slight difference between the presented state-
space model of equation 3.36 and that which is implemented in figure 3.22b exists, i.e. the input
to the implemented observer is the position estimation error, θ̂e. This reduces the number of
computations of the implemented observer.

The implementation of the observer also has to address the problem due to the discontinuity ex-
perienced each revolution in the position and estimated position. The same revolution detection
scheme as for the numerical differentiation is possible. The problem with that implementation
is the computational burden due to the numerous If -statements. A second solution is to notice
that the trigonometric sine function is invariant to the discontinuity from zero to ±2π. Since
the estimated position tracks the input position closely, the estimation error operates near zero
and the gain of the trigonometric sine is approximately unity. Therefore, the discontinuity in
the position error, θ̂e, is rejected with the use of the sin block.
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Figure 3.22: Speed and load torque observer.

Figure 3.23, depicts the step response of the speed observer for a 100 rpm (1.67 Hz) reference
input. The large overshoot, nearly 40 %, is due to the zero of the observer. The small undershoot
and drifting of the response on top of the reference before settling is caused by the ITAE criterion
being optimal for a ramp input. The improvement in noise rejection compared to the numerical
differentiation, claimed in the literature, is not apparent in figure 3.23. The estimated load torque
used for feed-forward disturbance rejection is still an advantage of the observer over numerical
differentiation. Load disturbance rejection can also be obtained by adding a differential term to
the PI speed controller.

The speed observer design code and simulation model is included in appendix C.7.

3.2.2.3 Modified speed observer

The bandwidth of the speed and torque load observer was chosen extremely low due to the
quantization noise of the 8-bit position sensor. This low bandwidth causes the torque load
output of the observer to have no beneficial effect in the speed control loop.

The solution to the observer bandwidth problem is to reduce the quantization noise by another
means than by reducing the observer bandwidth. By considering the nature of the quantization
noise a solution becomes apparent. It is the discontinuities in the position signal input which
are responsible for the noise. Since the input to the implemented observer is the position esti-
mation error, filtering of the observer output alone, such as choosing a low observer bandwidth
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Figure 3.23: Speed observer step response.
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Figure 3.24: Modified speed and load torque observer.

will not reduce the noise in the observer input, because the observer output tries to track the
discontinuities in the position input. The position input with the quantization noise has to be
smoothed before it is used in the observer. This poses a problem, because the discontinuity due
to a revolution may not be filtered. Therefore, the quantization noise due to the input has to
be filtered after a revolution discontinuity has been removed from the signal.

The position estimation error, θ̂e, which has been processed by the sine function, as in figure
3.22b, is invariant to the revolution discontinuity but still has the quantization noise disconti-
nuity. This signal can be smoothed by a low pass filter, thereby allowing the observer gains to
be recalculated to yield a larger bandwidth. The modified speed observer model is shown in
figure 3.24.

The equivalent state-space model for the speed observer, modified with a first order low-pass
filter, is extended by two states, i.e. one for the filtered input and another for the estimated
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filter input. The state-space model is then given by:
pθ̂

pω̂r

p T̂lJ
pθ̂f

pθf

 =


0 1 0 −l1 l1

0 −B
J −1 −l2 l2

0 0 0 −l3 l3

ωc 0 0 −ωc 0

0 0 0 0 −ωc




θ̂

ω̂r
T̂l
J

θ̂f

θf

+


0 0

0 Kt
J

0 0

0 0

ωc 0


[
θ

iq

]
(3.43)

y =
[

1 0 0 0 0
]
x (3.44)

where the filter cut-off frequency is given by ωc. If ωc is selected high enough, then the filter
dynamics may be assumed much faster than that of the observer, so that the observer gains
can still be determined with the procedure for the original state-space model. The filter cut-off
frequency is selected to be 150 Hz. With the aid of the speed observer simulation model, the
observer natural frequency is chosen as 15 Hz. The resulting observer gains for the modified
speed observer is then:

L =

 l1

l2

l3

 =

 165

28.9× 103

−1.19× 103

 (3.45)

The observer step response, with the newly determined gains, is shown in figure 3.25. The
reference amplitude corresponds to 100 rpm (1.67 Hz). The high frequency ripple has been
attenuated as desired. For higher speeds the ripple is attenuated even more. The overshoot is
slightly larger, which suggests that the negligible filter dynamic assumption is not entirely valid.
The settling time is approximately three times faster than for the original observer response of
figure 3.23. Therefore, the speed observer bandwidth is also approximately three times larger,
which is confirmed by the Bode diagram in figure 3.26.
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Figure 3.25: Modified speed observer step response.
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Figure 3.26: Modified speed observer Bode diagram.

Since the transfer function considers only the single input, θ, the observer prediction capability
due to the known torque producing current is ignored. If the system is modelled exactly by the
observer, the bandwidth of the transfer function for measured position to estimated speed is
infinite. Thus, it is difficult to get an estimate of the actual observer bandwidth, because it is
either under or over estimated.

A better estimate of the observer bandwidth can be obtained if its second input, iq, is also
considered. The prediction capability is degraded by uncertainty in the model parameters and

Control Design 69/201



Vector control

noisy measurements. A better estimate of the observer is obtained with the use of system
identification. The observer is excited with a chirp signal and instead of setting the second
input zero (as with the transfer function), it is set to what would have been present in a system
under rotational acceleration. The relationship of the current input to the speed (without a load
torque) is:

iq = α
J

Kt

dωr
dt

(3.46)

where α is a degradation factor. The purpose of the degradation factor is to acknowledge uncer-
tainty in the PMSM parameters and in the motor current measurement. The most uncertainty
is in the moment of inertia as observed in section 3.1.1. If α < 1 the speed is underestimated
in the observer which leads to overshoot in the controlled speed, hence oscillatory behaviour. If
α > 1 the speed is overestimated and the controlled speed is over-damped.

If α = 1, the observer has nearly unity gain and almost no phase shift and when α = 0, the
system response equals that determined by the transfer function. With α = 0.65, the bandwidth
of the system is seen to be much reduced as shown in figure 3.27.
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Figure 3.27: Observer frequency response, α = 0.65.

The bandwidth via system identification is 29 Hz, compared to the transfer function bandwidth
of 41 Hz, which was unrealistically high due to the high degree of peaking. The phase shift is
also seen to be much reduced when the current prediction term aids the observer, in comparison
to the worst case scenario represented by the transfer function which only had a phase margin
of 30◦.

Therefore, it is more realistic to use a first order pole, located at the −3 dB frequency, to model
the effect of the observer in the feedback path of the speed control loop, as depicted in figure
3.27. This first order pole is used as an approximation of the observer when determining the
loop gain during the speed controller design.
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Appendix C.8, includes the design code and simulation model for the modified speed observer.

3.2.3 Speed control

3.2.3.1 Speed control design

The speed control block diagram is depicted in figure 3.28. The plant model is:

Gp (s) =
zp

sJ +B
(3.47)

where J is the rotor moment of inertia, B is the viscous friction coefficient and zp is the number
of pole pairs. The model assumes that the current control bandwidth is much larger than the
speed control bandwidth, thus instantaneous torque control is assumed by using the torque gain,
Kt. A more detailed speed control loop is derived by Krishnan [28]. The simplified control loop
is sufficient for the speed control loop design.

Figure 3.28: Speed control block diagram.

The transfer function in the feedback path, Hω̂θ (s), is that of the observer. The pure integrator
in the servo plant model, s−1Gp (s), can be combined with the observer in the feedback path,
so that the observer transfer function becomes:

Hω̂ω (s) =
Hω̂θ (s)

s
(3.48)

so that the block diagram output changes to rotational speed. As discussed at the end of section
3.2.2.3, the single-input single-output (SISO) transfer function of the observer does not represent
the system dynamics of the multiple-input multiple-output (MIMO) observer accurately. Ins-
tead, the observer is modelled as:

Hω̂ω (s) =
ωo

s+ ωo
(3.49)

where ωo is the observer bandwidth determined by the system identification procedure (with
α = 0.65).

The closed-loop transfer function, with Gc selected as a PI controller, is:

Acl =
Kt

J

s2Kp + s (Ki +Kpωo) +Ki

s3 + s2
(
B
J + ωo

)
+ s (B +KpKt)

ωo
J +KiKt

ωo
J

(3.50)
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The zeros of the speed transfer function can be cancelled by the pre-filter, Gpf (s), in the forward
path of the reference input. It can be shown that if the observer bandwidth is assumed infinite,
then the complex zeros reduces to a single zero, which can be cancelled by the pre-filter [4]:

Gpf (s) =
Ki

sKp +Ki
(3.51)

Note that the disturbance rejection transfer function still has the zero.

Assuming the zero is cancelled, the speed control closed-loop transfer function is in appropriate
form to equate the characteristic equation coefficients to those specified by some performance
criterion, in this case the deadbeat response. The reader is referred to [73] for the details
of designing for deadbeat response. Note that the second order coefficient,

(
B
J + ωo

)
, has no

unknowns, hence the natural frequency for the deadbeat response is found in reverse order of
the usual design steps. The natural frequency is found to be 15.3 Hz, which yields a settling
time of 42 ms. The PI controller gains are determined as: Kp = 2.84 and Ki = 124.

The stability margins in the Bode diagram of the open-loop control system, is shown in figure
3.29. The phase margin of 38◦ is a worst-case estimate, because the observer is modelled with
α = 0.65. The actual speed control performance is better than what would be obtained with
such a large error in the observer input, but by ensuring stability under the parameter variation
the implemented system is more robust.
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Figure 3.29: Speed control stability margins.

The closed-loop bandwidth of the speed control is verified with the Bode diagram, as shown in
figure 3.30.
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Figure 3.30: Speed control closed-loop Bode diagram.

The step response of the system with approximated observer, pre-filter and gains (as designed),
is shown in figure 3.31.
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Figure 3.31: Closed-loop speed-control step response.

The speed control design code is included in appendix C.9.
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3.2.3.2 Speed reference generator

Instead of using a pre-filter to cancel the zeros of the closed-loop speed control, a rate limiter is
used to limit the high frequency content in the reference input (such as a reference speed step
change), which would have been amplified by the zeros.

The rate limiter also serves as a method of protecting the DC bus capacitors from an over voltage
condition, if the PMSM is in generator mode, by limiting the rate at which kinetic energy is
extracted and stored in the DC bus capacitors. This protection method is required because the
DC bus capacitors do not have a protection braking circuit, which has been initially deemed
unnecessary due to the low moment of inertia of the high-speed rotors.

If the kinetic energy stored in the rotors spinning at maximum speed could instantaneously be
displaced to the DC bus capacitors, the voltage after such a brake would be:

Vend =

√
Vinit +

J

C
ω2
init (3.52)

=

√
310 +

1.15× 10−3

13.2× 10−3
(2π500)2

= 927 V

where C is the total DC bus capacitance. The designed capacitance value, from section 4.2.4,
is 13.2 mF. Although the rotors have little stored kinetic energy, it is more than what the
capacitors can safely absorb with a maximum voltage rating of 450 V.

The rate limit value is chosen such as to allow the rotor to be braked by the frictional losses.
The maximum allowed deceleration is thus:

α̌ = −dωr
dt min

(3.53)

= − 1

J
(Bωr + Tl)

≈ − (0.046ωr + 64) rad.s−2

Due to the large uncertainty in the viscous and coulomb friction, the deceleration coefficients
need to be tuned during implementation, since those calculated serve only as a guide.

The rate limit for acceleration is much larger than for deceleration, since it is limited by the
maximum torque producing current:

α̂ =
1

J
T̂e (3.54)

=
1

J
Ktîq

≈ 767 rad.s−2

The rate limits may be calculated using the reference speed, i.e. the output of the rate limiter,
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instead of the actual speed due to the limited speed control error. This is useful in the case of
the V/f controller, for which a speed sensor measurement is assumed not available.

The method of limiting the DC bus voltage by constraining the rotor deceleration is only appli-
cable to the PMSM controlled in motoring mode. If the motor and generator runs simultaneously
and the motor drive shuts down, it is still possible for the generator to charge the DC bus ca-
pacitors to a dangerous level. Therefore, a second protection mechanism is used as presented in
section 4.3.6.

The Simulink® model which performs the reference speed generation is as shown in figure 3.32.
The Discrete Integrator is listed in algorithm 3.2. The rate at which the integrator’s output
changes is determined by the Acceleration and Deceleration Limits. The final integration step
has a magnitude dependent on the reference speed error which adds just the right amount in
order to yield zero difference between the desired speed reference and the final instantaneous
speed reference.
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Figure 3.32: Speed reference generator for vector control.

3.2.3.3 Simulation model

The speed controller is verified in a Matlab/Simulink® simulation. The top level model is as
shown in figure 3.33. Note that the simulated speed is no longer one of the feedback variables.
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Figure 3.33: Top level of speed control simulation model.
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Algorithm 3.2 Discrete integrator with variable amplitude step.

function u_ref = DI(Rate_up , U_ref , Rate_dn , u_ref_old )

Ts = 1/10 e3 ;
Du = Rate_up∗Ts ;
Dd = Rate_dn∗Ts ;

%Di f f e r ence between de s i r ed speed and pre sen t speed :
u_error = U_ref − u_ref_old ;

%Ca l cu l a t e speed s t ep accord ing to ra t e l im i t :
i f u_error>Du

dy = Rate_up ;
e l s e i f u_error<Dd

dy = Rate_dn ;
else

%Fina l speed adjustment has a sma l l e r s t ep to y i e l d zero
%and t h e r e f o r e non−o s c i l l a t i n g error :

dy = u_error /Ts ;
end

u_ref = u_ref_old + Ts∗dy ; %Forward Euler

end

The lower level model (of the Vector control subsystem) is as shown in figure 3.34. The inputs
to the model are followed by a ZOH and quantizer. The current is measured by 16-bit ADCs,
whilst the angular position is measured by an 8-bit ADC. Since the speed observer utilise the
DQ transformed currents for computation of the electromagnetic torque, it is combined with the
feed-forward decoupling subsystem.
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Figure 3.34: Combined speed and current control.
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The integration of the previously developed anti-aliasing decoupling, speed observer and voltage
feed-forward terms is shown in figure 3.35. The angular position used in the transforms (and
output) is not the estimated output of the observer, but is the measured position compensated
for the measurement delay, Ts2 . This position is used instead of the estimated position so that
the estimator delay, caused by a torque disturbance, is not included in the position used for the
current transformations.
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Figure 3.35: Measurement decoupling, speed observer and voltage feed-forward linearization.

The PI speed controller model is as shown in figure 3.36. It includes the same anti-windup
structure used for the current control. The observed torque is scaled to current units, before
added as a feed-forward term. The saturation block’s limit is in current units.
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Figure 3.36: PI speed controller.

3.2.3.4 Simulation results

The step response in the design is confirmed via simulation as shown in figure 3.37, where the
current input and motor parameters of the observer are assumed exactly known. To confirm
the control stability when the observer input and parameters are non-ideal, the step response is
repeated with a non-unity degradation factor as shown in figures 3.38 and 3.39.

Figure 3.40, shows the speed control response to a speed ramp up to 20 krpm, including a load
torque step of 1 N.m at 3 s. Note how the d-axis current deviates only slightly from zero. Figure
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3.41, shows the response for the same test, but without the measurement decoupling and the
feed-forward linearization terms, respectively. The d-axis current has a steady-state error, which
is load dependent without the measurement decoupling. Without the feed-forward linearization
term, an oscillatory response results due to the non-linear nature of the current control loop.
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Figure 3.37: Speed control step response, α = 1.
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Figure 3.41: Current response to speed ramp and load torque step without measurement decou-
pling and feed-forward linearization.

In the previous plots, quantization has not been included. Figure 3.42, shows the speed res-
ponse with the quantization added to the simulation. The ripple in the speed error and torque
producing current can clearly be seen.
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Figure 3.42: Response with quantizer included.

The advantage of third harmonic injection over sine triangle modulation is illustrated in figure
3.43. Instead of using the specified DC bus voltage, a reduced voltage of 20 V is used in the
example. The response illustrates the maximum speed which each of the inverter modulation
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schemes can attain. With third harmonic injection the maximum speed is increased by approxi-
mately 15 %, which is the same percentage increase in the voltage fundamental.

The speed control simulation file is included in appendix C.10.
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Figure 3.43: Speed response comparison with different modulation schemes.

3.2.4 Load torque control

A fictitious torque load for testing the step response as in section C.10 is not available in the
real world. In order to test the PMSM motor control, a second PMSM functioning as a torque
load is operated in generator mode. For the purpose of simulation, only the electrical domain
of the generator is modelled. The mechanical domain of the motor-generator coupled system
resides in the motor. Thus, the generator is modelled as in figure 3.44. The dynamics of the
linked DC bus capacitors is not modelled.
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Figure 3.44: PMSM simulation model (generator).

The motor and generator is connected as shown in figure 3.45. Note that the diagonal lines
emphasise the crossing lines are non-touching. The controller inputs for the generator differ
from the motor control inputs. The angular position input to the generator has an offset, Du,
since the motor and generator is not necessarily aligned. For example, if the phase-a winding
of each PMSM alternately carry a DC current, the resulting physical alignment of the coupled
motor and generator rotors may differ. Since the generator has the same speed as the motor,
only one speed observer is required, hence the generator has the estimated angular speed as an
input from the motor control.
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Figure 3.45: Motor and generator interconnection.

The generator has a reference torque as input, instead of a reference speed. To understand how
the commanded reference torque is actuated, the lower level of the generator control is depicted
in figure 3.46. The torque is controlled open-loop by converting it to a current reference by
using the identified torque constant, Kt. The torque control also makes use of the feed-forward
decoupling terms to linearize the plant for accurate current control. The feed-forward decoupling
subsystem does measurement decoupling, too.
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Figure 3.46: PMSM generator control.

Instead of being a torque load, the generator can also act as a motor to assist the primary motor
to carry a torque load. This is done by commanding half of the motor’s PI speed controller
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in the generator. The input is added slowly by using a weighting factor, since the speed will
overshoot if the generator receives the motor’s current reference as a step command. A simple
method by which the generator can be switched softly, without causing a speed disturbance, is
shown in figure 3.47.

iq * (generator )

1

Motor assist:
0 / 1
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wc
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1

Figure 3.47: Motor assist soft-switching.

With the motor assist activated the current to the motor’s speed observer accounts for only half
of the produced torque. The generator’s contribution to the torque is sensed as a negative load
torque by the torque load observer.

Since the torque load controller essentially corresponds to the vector controller without a speed
control loop, simulations of the torque load controller is not performed.

3.3 V/f Control

3.3.1 Constant flux linkage control

The terminal voltage is controlled proportional to the reference rotational speed of the PMSM.
The back-emf of the machine in steady state is:

es = ωrλs (3.55)

By controlling the voltage proportional to the frequency, the ratio of the back-emf to the rota-
tional speed equals the stator flux linkage. If the contribution of the stator current to the flux
linkage is considered negligible, then the stator flux linkage is simply equal to the rotor perma-
nent magnet flux linkage. Hence, V/f control aims to keep the stator flux linkage constant.

The back-emf expression alone is not sufficient for use as a feed-forward term to set the terminal
voltage, due to the resistive voltage drop which has to be accounted for in order for enough
torque producing current to result. At startup, a boost voltage is added to ensure that the
resistive voltage drop is overcome. Also, to ensure that the feed-forward voltage is sufficient,
reference acceleration is limited so that the steady state condition is approximately satisfied.

A feed-forward expression which accounts for the different voltage drops in the machine, yields
better performance than the previous oversimplification used to explain the principle of opera-
tion. Since the rotor position is assumed unavailable in the open-loop control, the PMSM model
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in the rotor reference frame is less useful for implementation purposes. Instead, the motor va-
riables may be transformed to the synchronous reference frame, i.e. instead of using the rotor
angular position, θr, in the dq0 coordinate transformation the reference voltage vector angle, θe,
is used. The synchronous reference frame is expressed in γδ coordinates, as depicted in figure
3.48.

Figure 3.48: PMSM variables in the synchronous reference frame.

As can be seen, if the load angle, δr, is small, then the δ-axis variables are an approximation to
the q-axis variables and the same for the γd pair. Therefore, δ-axis current is associated with
real power and the γ-axis current with reactive power [45].

The PMSM model expressed in the synchronous reference frame is [45]:[
vγ

vδ

]
=

[
rs + pLs −ωeLs
ωeLs rs + pLs

][
iγ

iδ

]
+ ωrλp

[
sin (δ)

cos (δ)

]
(3.56)

where the in-phase and quadrature inductance is assumed equal to Ls and ωe is the synchronous
frequency.

An expression for the terminal voltage for constant flux linkage control as derived by Perera et
al. is [24]:

vs0 = is0rs cos (φ0) +

√
e2
s0 + [is0rs cos (φ0)]2 − [is0rs]

2 (3.57)

where φ0 is the steady state power-factor angle. Perera et al. chose to approximate the back-emf
as es0 = ωe0λp. In order to justify this assumption the back-emf is computed from the γδ model
(equation 3.56) as:

es0 = ωe0 (λγ0 + jλδ0) (3.58)

= ωe0 [(Lsiγ0 + λp cos (δr0)) + j (Lsiδ0 − λp sin (δr0))]
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The magnitude of the back-emf vector is obtained as:

|es0| = ωe0

√
λ2
p + (Lsis0)2 + 2Lsλp [iγ0 cos (δr0)− iδ0 sin (δr0)]

≈ ωe0λp (3.59)

since we are only interested in the magnitude of the back-emf vector in the steady state. The
approximation is justified by noting that:

∵ λ2
p � L2

s (3.60)

∵ λp > Ls (3.61)

If the motor load is known prior to the implementation, then the back-emf approximation may
be modified accordingly, as long as the expression is simplified to be independent of the unknown
load angle, δr.

Substituting the approximated expression for the back-emf into equation 3.57 and noting that
is cos (φ0) = iδ, the reference terminal voltage is obtained as:

v∗s = rsiδ +

√
(ω∗eλp)

2 + (rsiδ)
2 − (rsis)

2

= rsiδ +

√
(ω∗eλp)

2 − (rsiγ)2 (3.62)

Note that equation 3.62 uses the instantaneous variables. In order to limit large perturbations in
the instantaneous variables, which could cause instability, the inputs to the feed-forward voltage
terminal equation has to be filtered.

One might argue that a single filter is sufficient if the reference terminal voltage is filtered
instead of its inputs. This is not the case, because the contribution of the (possibly accelerating)
reference speed should not be filtered, otherwise the phase lag will cause the reference voltage
to be valid for a past reference frequency, instead of the current frequency.

The term under the square root can become negative, especially during startup transients.
Therefore, the absolute value is computed before computing the square root.

3.3.2 Linearized PMSM model

In order to test the stability of the V/f control, the non-linear PMSM model is linearized in the
steady state operating point. The linear system of equations is stable if all the eigenvalues of
the linearized model are in the left hand side of the complex plane [24].
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To linearize the state-space model of the PMSM, all the state variables are substituted by a
steady state value plus a perturbation:

x = x0 + ∆x (3.63)

After this substitution, the system of equations is simplified by expanding the expressions and
grouping the steady state and perturbation terms. Second order (and higher) perturbation terms,
i.e. products between two perturbation terms are dropped. The steady state and perturbation
terms are orthogonal. Hence the steady state and perturbation equations may be grouped
separately. The perturbation terms describe the dynamics of the linearized system and can be
written in the form [24]:

∆ẋ = A (x0) ∆x+B (x0) ∆u (3.64)

Note that the state transition matrix A (x0) is dependent on the operating point, since after
expanding the perturbed set of equations, cross product terms of the form x0∆x result.

The system of linearized equations can be interpreted as a tangent plane in Rn, where n is the
number of state variables. Another method of determining the tangent plane is with the use
of a multidimensional Taylor series and dropping the second and higher order derivative terms.
With the non-linear system equations written in the form:

ẋ = f (x, u) (3.65)

the first derivative term in the Taylor series of f (x, u) is the Jacobian matrix of the set of

equations. Note that f is a function vector, i.e. f =
[
f1 (x, u) f2 (x, u) . . . fn (x, u)

]T
.

The state transition and input matrices using the Jacobian linearization around the equilibrium
point (x0, u0) is [74]:

A (x0) =
∂f

∂x

∣∣∣∣
(x0,u0)

(3.66)

B (x0) =
∂f

∂u

∣∣∣∣
(x0,u0)

(3.67)

where ∂f
∂x is a shorthand notation for the Jacobian matrix defined as:

∂f

∂x
=
∂ (f1, f2, . . . fn)

∂ (x1, x2, . . . xn)
(3.68)

The advantage of using the Jacobian linearization is that its use is more general than the
manual perturbation substitution method. The set of equations have to be cast in the form
of equation 3.65 after which a computer algebra system can be used to compute the Jacobian
matrix symbolically and substitute the steady state operating point.

The non-linear PMSM state-space equation 2.43 is in appropriate form for the Jacobian linea-
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rization. The linearization computation of the open-loop V/f control is performed in appendix
C.11, which results in the state transition matrix given by:

A (x0) =


− 1
τs

ω0σ iq0σ −vs0 cos(δr0)
Ld

−ω0
σ − 1

τsσ
−

λp
Ld

+id0

σ −vs0 sin(δr0)
Ldσ

3Ldiq0(1−σ)z2p
2J

3(id0Ld(1−σ)+λp)z2p
2J −B

J 0

0 0 −1 0

 (3.69)

with the perturbation state vector defined as ∆x =
[

∆id ∆iq ∆ωr ∆δ
]
.

The PMSM model in the rotor reference frame is used for the linearization, because after adding
the high efficiency control loop presented in section 3.3.4, the substitution of the steady state
operating point, on which the linearized state transition matrix depends, is simplified. With the
high efficiency control loop added, the steady state operating point is determined from:

x0 =


id0

iq0

ωr0

δr0

 =


0

1
3λpz2p

(2ω0B + Tlzp)

ω0

tan−1
(
−vd0
vq0

)

 (3.70)

u0 =

 vd0

vq0

ωe0

 =

 rsid0 − ω0Lqiq0

rsiq0 + ω0Ldid0 + ω0λp

ω0

 (3.71)

In the actual control the terminal voltage is determined from equation 3.62, which depends on
the current in the γδ coordinates. Due to the high efficiency loop, the resultant terminal voltage
operating point is not equal to the steady state feed-forward voltage, put differently:

vs0 6= rsiδ0 +

√
(ωe0λp)

2 − (rsiγ0)2 (3.72)

It is more accurate to determine the resultant terminal voltage from the steady state current,
by constraining the rotor reference frame current such that the reactive current is zero and
the torque producing current is in equilibrium with the load, as done in equation 3.70, thereby
accounting for the contribution of the high efficiency loop to the resultant terminal voltage.

The resultant terminal voltage in equation 3.69 and the rotor reference frame voltage in equation
3.70 are related by: [

vd0

vq0

]
= vs0

[
− sin (δr0)

cos (δr0)

]
(3.73)

which may be used to eliminate the trigonometric terms present in equation 3.69.
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3.3.3 Stabilization

3.3.3.1 Unstable open-loop operation

The stability of the open-loop V/f controller is tested by calculating the eigenvalues of the state
transition matrix of the linearized system. Since the linearized system depends on the operating
frequency and load conditions, the eigenvalues vary accordingly. Hence, a root locus as a function
of the operating frequency can be constructed.

The root locus of the open-loop V/f controller is as shown in figure 3.49. A set of complex
conjugate pairs are shown for the fast electrical stator dynamics and another complex conjugate
pair (as shown in the zoomed axes) for the slow rotor dynamics. It can be deduced that the
open-loop V/f control becomes unstable at approximately 55 Hz. The code which computes the
eigenvalues and that generates the root locus is included in appendix C.12.
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Figure 3.49: Root loci of open-loop V/f control.

3.3.3.2 Reduced order model

Although the stability of the PMSM can be checked by computing the eigenvalues of the li-
nearized model, the high order model itself does not yield much insight into the cause of the
instability. To gain such insight, the model is simplified into a reduced order model, which is
used to calculate an approximate damping ratio.

The perturbed speed is related to the perturbed electromechanical and load torque as follows:

∆ω̇m =
1

J
(∆Te −∆Tl −∆ωmB)

∴
∆ωr (s)

∆Tres (s)
=

zp
sJ +B

(3.74)
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where ∆Tres is the resultant torque acting on the rotor given by ∆Tres = ∆Te −∆Tl. Equation
3.74 is simply the transfer function of the rotor dynamics, where the differential equation has
been Laplace transformed.

The perturbed speed in turn has its own feedback to the perturbed electromechanical torque,
because a perturbation in speed will cause the magnetic axis of the current to align differently
with respect to the rotor after the perturbation in speed has had time to cause a perturbation
in load angle.

The total perturbed electromechanical torque is dependent on both the dq-axis perturbed cur-
rents:

∆Te (s) = ∆Tiq (s) + ∆Tid (s)

= T (id0) ∆iq (s) + T (iq0) ∆id (s) (3.75)

where the operating point dependent gains are obtained from equation 3.69 via inspection:

T (id0) =
3

2
(id0Ld (1− σ) + λp) zp (3.76)

T (iq0) =
3

2
Ldiq0 (1− σ) zp (3.77)

Therefore, the transfer function of perturbed speed to perturbed electromechanical torque can
be decomposed using an approach similar to the chain rule for differentiation using Leibniz
notation:

∆Te (s)

∆ωr (s)
=

∆Tiq (s)

∆iq (s)

∆iq (s)

∆δr (s)

∆δr (s)

∆ωr (s)
+

∆Tid (s)

∆id (s)

∆id (s)

∆δr (s)

∆δr (s)

∆ωr (s)
(3.78)

If the rotor saliency is assumed unity, i.e. σ = 1, then the transfer function in equation 3.78
reduces to:

∆Te (s)

∆ωr (s)
=

∆Tiq (s)

∆iq (s)

∆iq (s)

∆δr (s)

∆δr (s)

∆ωr (s)
(3.79)

From the previous discussion, the mechanical dynamics of the linearized model can be depicted
as in figure 3.50.

Figure 3.50: Block diagram of linearized mechanical dynamics.

In order to obtain the transfer function in equation 3.79, each of its sub-transfer functions are
required. The transfer function from perturbed speed to load angle is obtained by Laplace
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transforming the fourth row in equation 3.69:

∆δr (s)

∆ωr (s)
= −1

s
(3.80)

The perturbed torque producing current, as a function of the load angle, is obtained by solving
the Laplace transform of the system of equations formed by the first and second row of equation
3.69: [

s∆id

s∆iq

]
=

 − 1
τs

ω0σ iq0σ −vs0 cos(δr0)
Ld

−ω0
σ − 1

τsσ
−

λp
Ld

+id0

σ −vs0 sin(δr0)
Ldσ




∆id

∆iq

∆ωr

∆δr

 (3.81)

Equation 3.81 is reduced to contain only the unknowns of interest by noting that ∆ωr is assumed
known from the feed-forward path in figure 3.50 and ∆δr is known via its relation to ∆ωr in
equation 3.80. Hence, the system of equations can be written in an adjoint form and solved as:

s∆xi =
[
Ai | c

] ∆xi

_
∆δr

 (3.82)

∴
∆xi
∆δ

= (sI −Ai)
−1 c (3.83)

where

∆xi
∆δ

=
[

∆id
∆δ

∆iq
∆δ

]T
(3.84)

c =

[
−
(
siq0σ + vs0 cos(δr0)

Ld

) (
s
λp
Ld

+id0

σ − vs0 sin(δr0)
Ldσ

) ]T
(3.85)

Ai =

[
− 1
τs

ω0σ

−ω0
σ − 1

τsσ

]
(3.86)

Therefore, after simplifying, the solution for the transfer function of load angle to torque pro-
ducing current is:

∆iq (s)

∆δr (s)
=

1

Ld

as2 + bs+ c

(s+ ωs)
2 + ω2

0

(3.87)

where the placeholder terms are defined as:

a = λp + Ldid0 (3.88)

b = ω0Ldiq0 + ωsLdid0 + ωsλp + vd0 ≈ ωsλp (3.89)

c = (ω0vq0 + ωsvd0) ≈ ω2
0λp (3.90)

ωs =
1

τs
(3.91)
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The transfer function from perturbed torque producing current to electromechanical torque is
equal to the DC gain, T (id0), defined in equation 3.76.

By substituting the previously obtained sub-transfer functions, the transfer function from per-
turbed speed to electromechanical torque, corresponding to the transfer function in the feedback
path of the block diagram in figure 3.50, is:

∆Te (s)

∆ωr (s)
= −3

2

λp
Ld
zp

as2 + bs+ c

s
(

(s+ ωs)
2 + ω2

0

) (3.92)

The open-loop V/f control becomes unstable if the transfer function in equation 3.92 cause
positive feedback, which happens when its open-loop gain is greater than one and has a phase
shift equal to or greater than 180◦. The block diagram in figure 3.50 with equation 3.92, has
the same order as the linearized model of equation 3.69.

In order to obtain a reduced order model, the transfer function in the feedback path is written
in the form:

∆Te (s)

∆ωr (s)
=

∆Te (s)

∆δr (s)

∆δr (s)

∆ωr (s)
(3.93)

The bandwidth of the transfer function in the feedback path is relatively large in comparison
to the slow rotor dynamics. Hence, an approximation of the transfer function can be made by
approximating it by its DC gain, which is dependent on the operating point. The DC gain is
obtained with the aid of the final value theorem, assuming the input to the feedback transfer
function is an impulse function (the signal after the integrator of ∆δr(s)

∆ωr(s)
corresponds to a step

input):

Ke0 = lim
s→0

s
∆Te (s)

∆δr (s)

1

s

=
3

2

λp
Ld
zp
ω0vq0 + ωsvd0

ω2
s + ω2

0

≈ 3

2

zp
Ld

(ω0λp)
2

ω2
s + ω2

0

(3.94)

In the literature Ke0 is named the electromechanical spring constant [24], since ∆δr (s) can
be thought of as an angular displacement and ∆Te (s) as the resulting angular force due to
the displacement on the spring. A speed perturbation has oscillatory behaviour due to the
mass-spring system formed by the rotor’s moment of inertia and the electromechanical spring
constant.

With the reduced order model in the feedback path, a second order closed loop transfer function
results:

∆ωr (s)

∆Tl (s)
=
zp
J

s

s2 + B
J s+ 1

JKe0zp
(3.95)

Hence, for the open-loop V/f control the approximate natural frequency and damping of the
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second order model is:

ωn_ol =

√
1

J
Ke0zp (3.96)

ζol =
B

2
√
JzpKe0

(3.97)

Hence, the open-loop V/f control has very little damping, due only to the viscous friction.

The reduced order model is confirmed by comparing it to the higher order model’s frequency
response. Figure 3.51 shows the bode diagram for a rotational frequency of 50 Hz and figure
3.52 for a rotational frequency of 60 Hz. As expected, the exact model predicts that the PMSM
is marginally stable for the lower frequency and unstable for the higher frequency. The smallest
steady state rotational speed which yields unstable behaviour corresponds to that predicted by
the root locus method, i.e. ≈ 55 Hz. Since the root locus and frequency response methods yield
the same result, the derivation of the exact transfer function is verified.
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Figure 3.51: Bode diagram of exact and reduced order model for ωr0 = 2π50 rad.s−1.

The reduced order model does not reveal the unstable response directly, because the phase
response approaches 180◦ asymptotically, which corresponds to the analytical approximation
of the damping in equation 3.97. Nevertheless, common sense suggests that a system with a
phase margin which exceeds some threshold close to 0◦, although not strictly unstable, should
be assumed unstable in order to be conservative with the assessment of the stability margins.

A better insight into the cause of the unstable behaviour (and therefore how to compensate for
it), can be obtained by rearrangement of the open-loop V/f control block diagram. Instead of
setting the load torque as an input, it is considered as a disturbance and the new input is a speed
perturbation reference, ∆ω∗r , which is ideally zero. Figure 3.53, shows this new arrangement.
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Figure 3.52: Bode diagram of exact and reduced order model for ωr0 = 2π60 rad.s−1.

For low frequencies, the phase shift due to the pure integrator and the plant is less than 180◦,
hence the speed perturbation feedback is required for the stability of the machine at low fre-
quencies. The gain in the forward path of the loop, Ke0, increases as the speed increases, as
shown in figure 3.54. This increase in gain reduces the phase margin and at some critical speed
the loop becomes unstable. If the d-axis current can be controlled constant, such as the case
with the high efficiency control loop, then Ke0 is independent of the load torque.

If a zero could be inserted to compensate the phase of the speed perturbation error, ∆ωre, then
the system would be stable for higher frequencies.

Figure 3.53: Rearranged open-loop V/f control block diagram.

3.3.3.3 Stabilization via synchronous frequency modulation

In order to compensate the phase of the speed perturbation error, an estimate of the rotor speed
perturbation is required. Figure 3.55, shows the estimation of the speed perturbation by some
hypothetical function, f (∆ωr). The superscript, c, indicates that the estimation function also
acts as a compensator. The dotted line in the feedback path emphasizes that it is not a direct
feedback of ∆ωr as is the case with the solid feedback line which forms part of the open-loop
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Figure 3.54: Dependence of electromechanical spring constant (Ke0) on operating point.

V/f control model. The gain, kc, serves as a gain adjustment of the compensator term if the
compensator’s gain is not inherently adjustable. Note that the estimated speed perturbation in
the feedback path and the speed perturbation reference does not necessarily have the same units.
This is not of importance, because the speed perturbation reference is a fictitious regularization
input, i.e. ∆ω∗r = 0.

The synchronous frequency perturbation is used to compensate the inverter’s reference angle, as
shown in equation 3.98.

θ∗e =

∫
(ω∗e0 + ∆ω∗e) dt

= θ∗e0 + ∆θ∗e (3.98)

Figure 3.55: Compensation of speed perturbation in the feedback path.

The method of estimating the rotor speed perturbation is presented in [44, 45, 24], which is
based on extracting the rotor speed perturbation from the perturbation in measured power.
The power perturbation expression is obtained from the power balance equation which relates
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the input power pe to the different loads which absorb or dissipate the energy [24]:

pe = Pe + ∆pe

= ploss +
dWem

dt
+

1

z2
p

J

2

dω2
r

dt
+

1

z2
p

Bω2
r +

1

zp
Tlωr (3.99)

where ploss is the motor and inverter losses, dWem
dt is the change in stored electromagnetic energy,

1
z2p

J
2
dω2
r

dt is the change in rotor kinetic energy, 1
z2p
Bω2

r is the power loss due to viscous friction and
1
zp
Tlωr is the power transferred to a load torque which is externally coupled to the rotor shaft.

The perturbation in input power is obtained by perturbing the load variables. The motor losses
can be assumed to be relatively constant and does not contribute to input power perturbation.
The stator stores little electromagnetic energy and can also be neglected. The power perturbation
is obtained by perturbing the state variables in the power balance equation (higher order terms
are dropped):

Pe + ∆pe =
1

z2
p

J

2

d

dt
(ωr0 + ∆ωr)

2 +
1

z2
p

B (ωr0 + ∆ωr)
2 +

1

zp
Tl (ωr0 + ∆ωr)

=
1

z2
p

J

2

d

dt

(
ω2
r0 + 2ωr0∆ωr

)
+

1

z2
p

B
(
ω2
r0 + 2ωr0∆ωr

)
+

1

zp
Tl (ωr0 + ∆ωr)

∴ ∆pe (∆ωr) =
1

z2
p

Jωr0∆ω̇r + 2
1

z2
p

Bωr0∆ωr +
1

zp
Tl∆ωr (3.100)

The power perturbation in equation 3.100 is dependent on a feed-forward term of the speed
perturbation,

(
2 1
z2p
Bωr0 + zpTl

)
∆ωr, but also on the derivative of the speed perturbation,

1
z2p
Jωr0∆ω̇r. Thus, the measured power perturbation meets the phase compensation requirement

and can be used for the synchronous frequency modulation. Substituting the power perturba-
tion into the position of the estimation function, f (∆ωr), in figure 3.55 yields the synchronous
frequency modulation as:

∆ω∗e = kc (∆ω∗r −∆pe (∆ωr))

= −kc∆pe (∆ωr) (3.101)

where kc is required to adjust the gain of the power perturbation.

For implementation the power perturbation is obtained by measuring the power to the motor
and extracting the perturbation component with a high-pass filter. In the γδ coordinates the
power is measured as:

pe =
3

2
(vδiδ + vγiγ) (3.102)

Thus, the power perturbation is given by:

∆pe =
s

s+ ωc
pe (3.103)
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where ωc is the high-pass filter cut-off frequency. The cut-off frequency is chosen low compared
to the dynamics of the rest of the system, so that its transfer characteristic is assumed unity
and can be ignored in the reduced order stability analysis.

The transfer function from rotor speed perturbation to synchronous speed modulation reference
can be written in the form of a proportional plus derivative (PD) controller:

∆ω∗e
∆ωr

= kc (Kd (ωr0) s+Kp (ωr0)) (3.104)

The dependence of the PD gains on the operating speed is removed by varying the compensator
gain, kc, inversely proportional to the magnitude of the steady state reference speed, ω∗r0. Hence
the compensator gain is:

kc =
c

|ω∗ro|+ εz
(3.105)

where εz is a small constant added to prevent division by zero.

Figure 3.56: Simplified block diagram of open-loop V/f control with stabilization loop.

The open-loop V/f control with stabilization loop block diagram is simplified and represented
as in figure 3.56, where the plant is defined as:

Gp (s) =
zp

sJ +B
(3.106)

and the compensator is defined as:

Gc (s) = 1 + kcKds+ kcKp (3.107)

where the derivative gain and proportional gain is given by:

Kd =
1

z2
p

Jωr0 (3.108)

Kd = 2
1

z2
p

Bωr0 + zpTl (3.109)

Note that the negative gain in equation 3.101 has been absorbed in the negative feedback of
figure 3.56. The characteristic equation of the closed-loop transfer function is:

∆ = s2 + s
1

J
(B + zpkcKe0Kd) +

1

J
zpKe0 (1 + kcKp) (3.110)
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Figure 3.57: Damping ratio as a function of operating speed.

The natural frequency and damping for the stabilized system is determined from the characte-
ristic equation to be:

ωn_cl =

√
zpKe0

J
(1 + kcKp) (3.111)

ζcl =
B + zpkcKe0Kd

2
√
JzpKe0 (1 + kcKp)

(3.112)

where it can be seen that the damping and natural frequency has been increased. As a check
on the calculation note that if the compensator gain, kc, is set equal to zero then the natural
frequency and damping of the system without the stabilization loop results.

In order to obtain an over-damped system (i.e. ζcl > 1) the gain constant in equation 3.105 is
required to be c & 17. The power perturbation high-pass filter’s cut-off frequency is chosen as
0.5 Hz.

3.3.3.4 Low speed boost voltage

The over-damped characteristic is obtainable only after a minimum rotational speed as shown
in figure 3.57, which is generated with the approximated damping ratio in equation 3.112.
Therefore, successful startup of the PMSM is still a problem due to the lack of damping at low
speeds, which for this particular motor corresponds to speeds below 25 Hz.

Increasing the startup current on purpose (by adding a boost voltage at low speeds) helps to
ensure successful startup. With no-load at startup, the increase in terminal voltage corresponds
to an increase in d-axis current, which in turn corresponds to an increase in the electromechanical
spring constant. Therefore, any deviation of the rotor magnetic axis with respect to the stator
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field will experience an increased restoring force by the electromechanical spring constant.

Since the increased d-axis current is an inefficient method of stabilizing the motor5, the boost
voltage is gradually decreased as the operating frequency increases.

3.3.3.5 Verification of stabilization with synchronous frequency modulation

In order to confirm the improved damping of the open-loop V/f control, the stabilization loop
is added to the non-linear system model. The eigenvalues of the new linearized system can be
used to confirm the stability in the form of a root locus. The stability loop is added to the set
of non-linear equations by noting that the inverter frequency perturbation, ∆ωe, is no longer
arbitrary but is related to the rotor speed perturbation by the power perturbation feedback.
For the reduced order system, this relation is expressed by equation 3.104, but for the accurate
high order system, this relationship is expressed by relating the power perturbation to the
instantaneous power. In the rotor reference frame the instantaneous power is [24]:

pe =
3

2
(vdid + vqiq)

=
3

2
Vs (− sin (δ) id + cos (δ) iq) (3.113)

Substituting the instantaneous power into equations 3.103 and 3.101, yields the inverter fre-
quency modulation as:

∆ωe = −3

2
Vskc

s

s+ ωc
(− sin (δ) id + cos (δ) iq) (3.114)

The state equation is obtained by performing the inverse Laplace transform, resulting in:

∆ω̇e = −ωc∆ωe −
3

2
Vskc

(
− sin (δ) i̇d + cos (δ) i̇q − (cos (δ) id + sin (δ) iq) δ̇

)
(3.115)

The linearized system with stabilization loop results in:

Astab (x0) =



− 1
τs

ω0σ iq0σ −vq0
Ld

0

−ω0
σ − 1

τsσ
−

λp
Ld

+id0

σ
vd0
Ldσ

0
3Ldiq0(1−σ)z2p

2J

3(id0Ld(1−σ)+λp)z2p
2J −B

J 0 0

0 0 −1 0 1

A51 A52 A53 A54 A55


(3.116)

where the matrix placeholder variables are equal to:
5Which by itself is not a sufficient stabilizer at higher frequencies, thus necessitating the stabilization loop.
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Figure 3.58: Root loci of open-loop V/f control with stabilization loop (kc = 10

|ω∗
r0|

).

A51 =
k1

σ
(ωr0vq0 + σωsvd0)

A52 =
k1

σ

(
ωsvq0 − σ2ωr0vd0

)
A53 =

k1

σ

((
λp
Ld

+ (1− σ) id0

)
vq0 + (1− σ)σiq0vd0

)
A54 =

k1

σLd

(
(1− σ) vs0 sin (2δr0) + σ (σω0iq0 − ωsid0) vq0 +

(
ωsiq0 + ωr0

(
λp
Ld

+ id0

))
vd0

)
A55 = −k1 (vd0iq0 − vq0id0)− ωc

k1 =
3

2
kc

The root locus of the open-loop V/f control with stabilization loop is as shown in figure 3.58.
The stability is verified, since the eigenvalues does not cross over into the right hand plane. The
damping ratio is low at small rotational speed, but increases and converges at higher rotational
speed, which corresponds to the damping ratio obtained with the reduced order model (figure
3.57).

3.3.4 High efficiency control

Besides the stabilization control loop, another control loop can be added in order to obtain high
efficiency, i.e. id = 0. The stabilization control loop operates on the principle of suppressing po-
wer perturbations, whilst the high efficiency control loop operates on the principle of suppressing
reactive power.
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The reactive power in the synchronous reference frame is given by [45]:

Qγδ =
3

2
(vδiγ − vγiδ) (3.117)

=
3

2
vδiγ (3.118)

where, vγ , equals zero by definition of the synchronous reference frame.

In order to realize the control objective, the control constraint id = 0 has to be expressed in
the synchronous reference frame. The control constraint is found by imposing it on the reactive
power in the rotor reference frame and noting that the reactive power in the different reference
frames are equal. Hence, the reactive power in the rotor reference frame is:

Qdq =
3

2
(vqid − vdiq) (3.119)

Equation 3.119 contains too many unknowns, since the rotor angular position is assumed unk-
nown for the open-loop control. Therefore, it is expanded into known terms by setting derivative
terms in the PMSM state-space model (equation 2.43) equal to zero and substituting the terminal
voltage into equation 3.119, which yields:

Qdq =
3

2

[
Lq

(
ωr
σ

(
λp
Ld

+ id

)
+

1

στs
iq

)
id − Ld

(
1

τs
id − ωrσiq

)
iq

]
(3.120)

=
3

2
ωr
[
Ld
(
i2d + σi2q

)
+ λpid

]
(3.121)

For high-speed surface mount PMSMs, the saliency is assumed unity. Noting that i2s = i2d + i2q ,
so that the reactive power may be further simplified into:

Qdq ≈
3

2
ωr
(
Ldi

2
s + λpid

)
(3.122)

The ideal reactive power is obtained by constraining equation 3.122 so that:

Q∗dq =
3

2
ωrLdi

2
s (3.123)

Note that the ideal reactive power can also be calculated in the synchronous reference frame,
since i2s = i2δ + i2γ , thereby allowing a special case of the reactive power to be controlled with
known γδ variables.

The difference between the ideal reactive power and the actual reactive power in the synchronous
reference frame yields the error reactive power as:

Qe = Q∗dq −Qγδ (3.124)

=
3

2

(
ωrLdi

2
s − vδiγ

)
(3.125)

=
3

2
ωrλpid (3.126)
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where equation 3.126 may be interpreted to be the residual error due to an error in vδ required to
cancel with ωrLdi2s in equation 3.125. Therefore, the reactive power error may be used to adjust
the δ-axis voltage to drive the reactive power to zero, thereby obtaining optimal efficiency.

The high efficiency control loop is shown in figure 3.59, where the sum of the correction voltage,
∆v∗δ , and the open-loop V/f voltage, vFW∗δ , yields the total reference voltage. The reference
voltage is processed by a PI controller. It was found that the transients in the PI controller’s
output caused a speed disturbance, which is corrected by the addition of the low pass filter.

The gains of the PI controller and low pass filter cut-off frequency were chosen by a trial-and-
error method during simulation. The chosen parameters are: Kp = 0.05, KI = 0.05, ωc = 2π.

The high efficiency loop conflicts with the boost voltage (see section 3.3.3.4) required to stabilize
the system at low speeds, hence the high efficiency loop is activated after the boost voltage is
switched off.

Figure 3.59: Zero reactive power control loop.

3.3.5 Current measurement decoupling

The anti-aliasing filters and measurement delay cause a coupling in the synchronous reference
frame current similar to the coupling in the rotor reference frame as discussed in section 3.2.1.1.

The coupling causes the power perturbation measurement to be decreased, hence a decrease
in the stabilization loop gain. An error also results in the calculated reactive power, thereby
causing the high-efficiency loop to function sub-optimally.

A decoupling correction term for the synchronous reference frame current is obtained by noting
the similarity between the γδ and dq coordinates. The inverter angle, θe, is measured with
respect to the (lagging) γ-axis (see figure 3.48), similar to the rotor reference frame convention
in which the rotor angle, θr, is measured with respect to the (lagging) d-axis. Hence, the current
cross-coupling term for the synchronous reference frame is given by:

iXγδ = ωr

[
0 1

ωC

−
(

1
ωC

+ Ts
2

)
0

]
iγδ (3.127)
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The measured current is then corrected by subtracting the cross-coupling term:

iDγδ = iγδ − iXγδ (3.128)

where iDγδ is the decoupled current.

3.3.6 V/f control simulation

3.3.6.1 Simulation model

The top level of the V/f control simulation model is shown in figure 3.60. The speed reference is
held zero by the zero weight input of the Pre-Align step block, at t = 0 s. This allows the rotor
to align with the stator magnetic axis before the reference speed starts to ramp. The alignment
phase helps to ensure successful startup. The Speed reference generator block, start to generate
a speed ramp after the Pre-Align step block had its transition.

When the rotor turns it experiences Coulomb friction, but not at standstill, therefore the Pre-
Align step block also serves as the condition that triggers the Coulomb friction input to the
PMSM model. The Load Torque step input occurs at a user defined time of interest.
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Figure 3.60: Top level of V/f control simulation model.

The Speed reference generator block is the same block used for the reference speed generation
of the vector controller, except that the acceleration and deceleration constants limit the rate
of change more than for the vector controller. Another difference is the inclusion of a low pass
filter to the output of the V/f controller’s speed reference generator. The purpose of the low pass
filter is to ensure a smooth transition from a constant to an accelerating speed reference, which
helps to ensure synchronism between the stator and rotor magnetic fields. The V/f controller’s
speed reference generator, with modifications, is shown in figure 3.61.
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Figure 3.61: Speed reference generator for V/f control.

Figure 3.62, shows the integration of subsystems comprising the V/f controller. The mechanical
speed reference input is first converted to an electrical speed reference. The sum of the nominal
electrical speed reference, ω∗r0, and the stabilizing speed perturbation, ∆ω∗e , yields the instanta-
neous synchronous speed reference, ω∗e . The integrated synchronous speed reference yields the
inverter angle, θ∗e , which is used to project the synchronous voltage vector, v∗δ , to obtain the
instantaneous three-phase voltage reference, vabc, in the dg2abc & THI subsystem.
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Figure 3.62: Lower level of V/f control simulation model.

The transformation from γδ coordinates to three-phase stationary coordinates, third harmonic
injection and the inverter model used in the V/f control is essentially the same as that used in
the vector control (see figures 3.16 and 3.17).

The integrator which calculates the inverter angle resets on each revolution to prevent an overflow
in the controller. In order to utilize the advantage of the variable time step solver, a continuous
integrator (which does not reset) is combined with a secondary reset function (e.g. rem (θ∗e , 2π))
in simulation. For the actual controller a discrete integrator, which resets on each revolution, is
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used. The integrator with such functionality has been developed previously with regard to the
speed observer in section 3.2.2.2.

Implementation of the Stabilization subsystem is shown in figure 3.63. The instantaneous power
is calculated from the synchronous reference frame current, iγδ, and voltage, vγδ. The power
perturbation is obtained by high-pass filtering the instantaneous power. The synchronous fre-
quency modulation term is obtained by normalizing the power perturbation with the rotational
speed (thereby obtaining a torque perturbation) and amplification with the compensator gain.
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Figure 3.63: V/f control stabilization from power perturbation

Figure 3.64, shows the implementation of the Voltage calculation subsystem. The nominal rotor
speed reference, ω∗r0, instantaneous inverter angle reference, θ∗e , and instantaneous three-phase
current and voltage serve as the inputs. The three-phase current and voltage is transformed
to the synchronous reference frame. The synchronous reference frame current is decoupled to
compensate for measurement delays and combined with the voltage vector into a single vector
output for use in the Stabilization subsystem. Since the angular position and three-phase voltage
is not sampled by an ADC, it does not require delay compensation. The synchronous reference
frame current and nominal speed is used in the calculation of the feed-forward reference voltage,
vFW∗δ .
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Figure 3.64: Calculation of resultant terminal voltage.

The synchronous reference frame current and voltage, as well as the nominal speed are used in
the High efficiency loop subsystem, which is implemented as shown in figure 3.65. The loop
has an enable input, which weighs the reactive power error before the integrator, in order to
deactivate the high efficiency loop at low speed.
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Figure 3.65: V/f control high efficiency loop implementation.

The current harmonic suppression loop is discussed in section 3.4.1.3, with regard to DC bus
voltage disturbance rejection. The loop is not enabled in the simulation results of section 3.3.6.2.

The activation signals for the different loops: boost voltage, stabilization and high efficiency
loop is calculated in the Loop Enable Logic subsystem in figure 3.64. The implementation of the
activation signal calculation is shown in figure 3.66. The different loops are (de)activated in the
vicinity of the frequency for which the stabilization loop would yield sufficient damping. Hence,
the reference speed is normalized by this frequency, ωn = 2π20 rad.s−1. The per unit speed is
then compared to unity speed which yields an error per unit speed which indicates how close the
reference speed is to the normalization frequency. For speeds below the normalization frequency
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the boost voltage is activated, by inverting the speed error and limiting it with a saturation block.
The saturation block limits each enable signal to the range [0, 1]. As the speed approaches the
normalization speed, the boost voltage is gradually decreased, whilst simultaneously the enable
signal for the stabilization loop increases. The speed at which the high efficiency loop is enabled,
is delayed by the −1 bias with respect to the stabilization loop enable which is advanced in time
by the +0.5 bias. The method of activation and sequencing of the enable signals are reminiscent
of fuzzy logic. The exact values of the normalization frequency and activation biases were
determined with a trial-and-error process.
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Dwe_en*
1
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1
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NOT
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u-1
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Figure 3.66: Calculation of enable signals of the different control loops.

The Simulink® simulation model for the V/f controller is included in Appendix C.14.

3.3.6.2 Simulation results

The effect of the different control loops on the V/f control is investigated in this section using
the simulation model presented in the previous section. Each simulation considers the effect of
a single control loop removed, whilst keeping the other loops in place.

The unstable operation of the V/f controller without stabilization loop is confirmed by simulation
as shown in figure 3.67. At the lower operating speed the machine is still stable, but as predicted
by the root locus it becomes unstable at approximately, 55 Hz. A load torque of 1 N.m is applied
at t = 20 s. The control without stabilization loop, but which were stable at low speed, loses
synchronism. With the stabilization loop added, the speed could be ramped up to 20 krpm and
remains stable despite the load torque step. It can be seen that the speed error response is
over-damped (due to the lack of overshoot when the speed error returns to zero), as designed.
The peak speed error due to the load torque step for the V/f control is ≈ 150 rpm vs. the peak
error for the vector control which is ≈ 50 rpm (see figure 3.40)

Control Design 107/201



V/f Control

0 5 10 15 20 25
-2000

0

2000

4000

6000

S
pe

ed
 : 

 ω
r (

rp
m

)

Without stabilization loop

 

 
ω

r0
* : 41.7 Hz

ω
r0
* : 58.3 Hz

0 5 10 15 20 25
-0.5

0

0.5

1

1.5

2

x 10
4

S
pe

ed
 : 

 ω
r (

rp
m

)

Time (s)

With stabilization loop

 

 

0 5 10 15 20 25
-100

-50

0

50

100

150

S
pe

ed
 e

rr
or

 : 
 ω

re
 (

rp
m

)

ωr

ωre

Figure 3.67: V/f control response with and without stabilization loop.

The effect of the boost voltage on the startup current is shown in figure 3.68. The current ripple
during the period: 0 s ≤ t ≤ 2 s, is due to the rotor lining up with the stator magnetic axis.
Together with the alignment step, the boost voltage ensures that the d-axis current is positive,
which is more stable at startup.
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Figure 3.68: Startup response with and without boost voltage.

Suppression of reactive power by the high efficiency loop is demonstrated in figure 3.69, in
which the motor is ramped up to 20 krpm and a load torque of 1 N.m is applied at t = 20 s. The
deviation of the d-axis current with the high efficiency loop is noticeably improved, compared to
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the response without the high efficiency loop. Therefore, with the high efficiency loop added, the
same efficiency as the constant current angle vector control is obtained, but with slower dynamic
response. An advantage of the V/f control over the vector control for high-speed operation is
that it is free from low frequency speed harmonics due to quantization noise in the angular
position.
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Figure 3.69: Torque load step response, at ωr0 = 20 krpm, with and without the high efficiency
loop.
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Figure 3.70: Response with and without current measurement decoupling.

The importance of the current measurement decoupling is illustrated in figure 3.70, with the
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same torque load step conditions as the previous test setup. The high efficiency loop is active
in both tests, but current decoupling is included only in the second test. The correct operation
of the high efficiency loop relies to a great extent on the correct measurement of the current. In
fact, the current deviation without the high efficiency loop is less than the erroneous operation
of the high efficiency loop due to absent current decoupling.

Parameter mismatch between the controller and the PMSM connected to the drive has to be
considered in order to evaluate the control fairly. Since the control is open-loop, it is more
severely affected than a closed-loop controller such as vector control (non-sensorless versions).
The current response to a run-up test with a load torque step of 1 N.m at 20 krpm, is depicted in
figure 3.71, in which the stator flux linkage due to the rotor permanent magnet is mismatched in
the control with respect to that of the PMSM model. It can be seen that an overestimated flux
linkage is better tolerated in comparison to an underestimated flux linkage. The overestimated
flux linkage, which would have caused an increase in reactive power, is compensated by the
high efficiency loop, whilst the underestimated flux linkage degrades the stability and is not
compensated by the high efficiency loop.
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Figure 3.71: Current response with mismatch in controller’s permanent magnet flux linkage.

The response due to mismatch in the stator inductance, with the same test setup as for the
mismatched flux linkage, is shown in figure 3.72. As can be seen, an even larger mismatch can
be tolerated compared to the response for mismatched permanent magnet flux linkage. Due to
the mismatched stator inductance, the high efficiency loop no longer operates optimally: the
d-axis current offset polarity corresponds to the mismatch being either over-or underestimated.
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Figure 3.72: Current response with mismatch in controller’s stator inductance.

The different types of PMSM parameter mismatch each have its own characteristic. Besides
illustrating the importance of using accurate PMSM parameters in the controller, the simulation
response for the different types of mismatch serve as a symptom guide for identifying culprit
mismatched parameters in the control.

All of the previously presented V/f control simulation responses intentionally used an underes-
timated stator resistance (r∗s = 0.14 Ω vs rs = 0.158 Ω) in the feed-forward calculation of the
reference terminal voltage. It has been found that if the exact (or an overestimated) stator
resistance is used, the current control becomes unstable. The importance of including the stator
resistance voltage drop in the open-loop V/f control is stressed in [24, 45], but the importance
of using an underestimated resistance has not been observed. The simulation response with
mismatch between the controller’s stator resistance and PMSM model is shown in figure 3.73,
which confirms the previous discussion.

The cause of the instability becomes apparent by modelling the loop gain of the resistance feed-
forward term. Figure 3.74, depicts the situation for normal feed-forward terms. The example
considers only the winding impedance without the back-emf.

A current reference is used to obtain a voltage reference by the inverse of the plant impedance.
The resulting current is simply equal to the reference current if the command parameters in the
control are equal to the plant parameters. For the V/f controller an explicit current reference
is not available. The voltage reference is instead generated by the use of equation 3.62. The
actual current is used to compensate the resistive voltage drop, which is in fact positive feedback.
Figure 3.75, depicts a simplified version of compensating the resistive voltage drop with a positive
feedback. An initial voltage reference is generated by a current reference and the feed-forward
inductive impedance. It needs to be stressed that in the actual control a current reference is not
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Figure 3.73: Current response with mismatch in controller’s stator resistance.
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Figure 3.74: Open-loop feed-forward control of phase current.

available, but is used in this example only in order to generate an initial voltage reference.

For analysis, the positive feedback case can be simplified even more, by assuming the dynamics
of the inductor sufficiently fast and all other delays negligibly small, which results in an algebraic
loop as shown in figure 3.76. The output is in equilibrium6 to the input for a certain range of
the ratio of the command resistance to the plant resistance, r

∗
s
rs
. The transfer function from the

current reference to the output current is:

is
i∗s

=
r∗s

rs − r∗s
(3.129)

Hence, in order to obtain unity DC gain with the positive feedback system, the commanded
resistance, r∗s , used in the control should actually be: r∗s = 1

2rs. Unlike a dynamical instability
caused by a lack of phase-margin, this instability results in a non-oscillatory, exponential response
when r∗s ≥ rs, as observed from figure 3.73. The positive feedback method of compensating the
voltage drop tends to amplify any disturbance measured in the current, such as measurement
noise or an actual current disturbance due to dead-time or quantisation. Therefore, the current

6The condition for equilibrium can be determined by noting that this algebraic loop can be represented as a
geometric series.
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should be low pass filtered before it is used in the feed-forward calculation of equation 3.76.

3.4 Inverter non-ideality compensation

The design of the vector and V/f controllers, assumed that the inverter is an ideal voltage source.
As found in the literature study (see section 2.2.4.2), the inverter has non-idealities which has
to be compensated in order for the designed control to perform as desired.

3.4.1 DC bus disturbance rejection

3.4.1.1 Introduction

The bus voltage, Vdc, is regulated by rectifying a utility voltage supply and filtering the rectified
voltage with a capacitor. The resulting capacitor voltage contains a DC and a ripple component.
The inverter gain varies, due to the ripple component of the bus voltage. Therefore, the PMSM
current (torque) also contains a ripple component if the inverter gain is not compensated to
reject the bus voltage disturbance. The frequency of the ripple voltage for a passively rectified
supply voltage is equal to:

fr = 2fs × φ# (3.130)
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where fs, is the supply frequency and φ#, is the number of supply phases. For a 50 Hz, three-
phase supply voltage (as used in this project), the resulting ripple frequency is equal to 300 Hz.

The mechanical time constant of the rotor is much larger than the period of the voltage ripple
and would by itself prevent the high frequency torque disturbance from becoming a significant
speed ripple. Although not significant with respect to the speed response, the disturbance causes
mechanical vibration, audible noise and increased losses in the PMSM and drive.

3.4.1.2 DC bus rectifier and capacitor model

In order to inspect the influence of the ripple on the control response, a rectifier model is
incorporated into the vector and V/f control simulation models. The rectifier and DC bus
capacitor is modelled as in figure 3.77.
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Figure 3.77: Rectifier and bus capacitor model.

The model has the AC voltage source as an internal input and DC link current, idc, as an
external input, where the DC-link current is as defined in figure 2.4. The integrator output is
the capacitor voltage, where the term that is integrated is the capacitor current. The rectifier
supplies current to the capacitor and load, when the rectified input voltage exceeds the capacitor
voltage (detected by the Relational Operator block). The input voltage is rectified by the
absolute value function block. To accommodate a multiphase input, the Peak phase block
detects which input phase has the largest voltage, since this is the voltage that the capacitor
charges to. When the rectifier conducts, its output current is equal to the load current, idc,
plus the voltage difference between the capacitor and the rectified source voltage divided by the
capacitor’s equivalent series resistance, Rc.

The model assumed zero filter inductance between the rectifier output and the DC bus capacitor.
Thus, a worst-case DC bus voltage ripple results which is used to illustrate the importance of
compensating for the DC bus voltage ripple in the motor control. The rectifier designed in
section 4.2.4, includes a filter inductor.

The rectifier simulation model is verified by comparing it to the same circuit modelled with
Simulink® SymPowerSystems components. The model comparison is included in appendix
C.15a.
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The DC-link current is dependent on the three-phase PMSM load current and is obtained by
observing that each phase is equivalent to a buck converter so that the resulting DC-link current
is [75]:

idc = daia + dbib + dcic

= dabc.iabc (3.131)

where dabc and iabc are the three-phase duty cycle and current vectors, respectively.

3.4.1.3 Control simulation models with disturbance rejection

The V/f control simulation model is modified with the DC bus voltage model as shown in figure
3.78. The input to the rectifier is the actual three-phase current, whereas the three-phase current
to the control is low pass filtered by an anti-aliasing filter. The three-phase voltage reference,
v∗abc, is converted to a three-phase duty cycle reference, d∗abc, by the v2d block, which uses
the measured DC bus voltage for the conversion as shown in figure 3.79. The Average value
inverter block models the inverter which has the instantaneous DC bus voltage as input, which
determines the gain of the inverter as shown in figure 3.80.
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The implementation of the Voltage calculation subsystem is shown in figure 3.64. In order to
control the current fundamental the rotor position is required, either with a position sensor or a
position observer. The current fundamental is load dependent and is not directly controlled in a
V/f controlled PMSM. This does not negate the possibility of controlling the current harmonics,
which yields higher DC bus voltage disturbance rejection. The current harmonic suppression
control loop input is obtained by high-pass filtering the γδ current and utilizes a PI current
controller as shown in figure 3.81. Suppressing the current harmonics at low speed actually
suppresses self stabilizing current transients at low speed. Therefore, the control loop is activated
after the speed is high enough with the same enable input used for the high efficiency loop.
The current control gains are selected in the same order of magnitude as the current control
gains calculated for the vector current control (approximately one-half of the gain). The cut-off
frequency of the high-pass filter, which extracts the current harmonics, is chosen one decade
below the rectified voltage frequency, in order to ensure no phase shift in the current harmonics
due to the DC bus voltage ripple. The requirement of minimum phase shift has to be met in
order for effective disturbance rejection of the DC bus voltage.

v_abc

1

Switch

PWM inverter

d
abc
* v

abc

NOT

1/2

AV Inverter en

-C-d_abc*

2

v_dc

1

Figure 3.80: Average value inverter model.
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Figure 3.81: Current harmonic suppression.

The vector control simulation model, modified to include the DC bus voltage model is shown in
figure 3.82. The v2d block inside the dq2abc & THI subsystem (figure 3.16), is replaced by that
of figure 3.79.

The simulation models of vector and V/f control with the DC bus model and disturbance rejec-
tion are included in appendices C.15b and C.15c.
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Figure 3.82: Vector control with DC bus disturbance rejection.

3.4.1.4 Disturbance rejection simulation response

The response of the PMSM to vector control with DC bus disturbance rejection is shown in
figure 3.83. The motor operating condition for the simulation is 1 N.m at 20 krpm. At t = 3.2 s

the DC bus disturbance rejection is enabled, prior to which the inverter inverse gain is calculated
with a nominal DC bus value of vdc0 = 310 V. The disturbance rejection is enabled by using the
measured DC bus voltage. The reduction in peak-peak torque producing current ripple from
0.5 App to 150 mApp can clearly be seen.

The response of the DC bus for this test setup is shown in figure 3.84. Note the change in the
DC-link current waveform. Before the disturbance rejection is enabled, the current peaks during
the recharge period of the capacitor. After enabling the disturbance rejection, the current has
a sawtooth inversely proportional to DC bus voltage ripple, thereby keeping the power to the
PMSM constant.

The PMSM current response to the V/f controller with DC bus disturbance rejection is shown in
figure 3.85. The motor operating condition is the same as for the vector controller. At t = 11 s

the current harmonic suppression loop is enabled. The current harmonic suppression does not
provide as much disturbance rejection compared to the vector current control, due to lower
control gain. At t = 11.02 s the inverter inverse gain is switched from a nominal to a measured
value. With both disturbance rejection loops enabled, the disturbance rejection is comparable
to that of the vector control with disturbance rejection. At t = 11.04 s the current harmonic
suppression is disabled and the inverter inverse gain is the only source of disturbance rejection.
Hence, the total disturbance rejection with both loops active is better than the combined effect
of each separate loop.

The large scale current response without disturbance rejection for V/f control is shown in figure
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3.86. The test is for a speed ramp to 30 krpm with no load. The DC bus ripple causes amplitude
modulation in the three-phase current. The amplitude modulated current is balanced and does
not cause a torque disturbance. The peak amplitude of the modulated current is 15 A compared
to a peak current of 13 A with disturbance rejection, which may exceed the maximum inverter
current rating or may trigger protective current limiting, which interferes with the normal drive
operation. Note the sharp peaking in the rotor reference frame current as the rotational frequency
crosses the DC bus voltage ripple frequency. This would cause excessive rotor vibration at this
frequency7.
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Figure 3.83: Vector control response without DC bus disturbance rejection.

7For the AMB FESS system in [17], which uses a single phase 50Hz rectified supply, this peaking occurs at
6000 rpm.
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Figure 3.84: DC bus response to vector control without disturbance rejection.
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Figure 3.85: V/f control response without DC bus disturbance rejection.
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Figure 3.86: Large scale V/f control response without DC bus disturbance rejection.

3.4.2 Dead-time compensation

3.4.2.1 Dead-time average value model

The effect of dead-time on the PMSM response may be modelled by adding the dead-time to
each PWM pulse. This would require a simulation time step at least an order of magnitude
smaller than that which is used for the PMSM with a switching inverter, i.e. hmax = 5× 10−7 s.
A simulation of the drive with the pulse model of dead-time is unwieldy for simulations longer
than a few milliseconds.

Since the current simulation is free from measurement noise, the current zero-crossing is exactly
known, hence the fast average model of dead-time may be used for longer simulations. The
average value model of the dead-time is modelled as in figure 3.87.

Figure 3.87: Dead-time average value model.

A comparison of an inverter switched with PWM signals including dead-time and the average
dead-time model is included in appendix C.16a.

3.4.2.2 Control models with dead-time compensation

Similar to the DC bus disturbance rejection, the exact currents are used in the calculation of
the disturbance model, but low-pass filtered and sampled currents are used in the compensation
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terms.

The average value model which accounts for dead-time is included in the inverter model as in
figure 3.88. The offset voltage, which depends on the current polarity, is simply added to the
reference duty cycle.
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Figure 3.88: Dead-time average value model included with inverter.

The dead-time compensation for vector control is modelled as in figure 3.89. In case of V/f
control, the input current is in the synchronous reference frame and the inverter reference angle
is used instead of the rotor angle. The fundamental of the current, used for polarity detection,
is extracted by low pass filtering and transforming back to the stationary reference frame. Ins-
tead of using the sign function as in the dead-time model, the current polarity is detected by
amplification (DTC Slope block) and limiting (Saturation block), which result in a smoother
transition. A hard transition in the compensation would not correspond exactly in time with
the zero current clamping. Hence, a soft transition reduces the mean error between the exact
time that the effect occurs and the time that it is compensated.
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Figure 3.89: Dead-time compensation.

The dead-time compensation is added to the reference three-phase duty cycle before it enters
the inverter model, as shown in figures 3.90 and 3.91, for vector and V/f control, respectively.

The simulation models for vector and V/f control with dead-time compensation is included in
appendices C.16b and C.16c, respectively.
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Figure 3.90: Vector control model with dead-time compensation.
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Figure 3.91: V/f control model with dead-time compensation.

3.4.2.3 Dead-time compensation simulation results

The current response for vector control with DTC is shown in figure 3.92. At t = 1 s, the DTC
is enabled. Due to the vector current control loop it is possible to operate the PMSM without
DTC.

For V/f control it is much more difficult to start the machine without DTC, but it is possible by
adding a very large boost voltage to overcome the initial loss in inverter gain due to dead-time
(21 V vs 0.1 V ). The boost voltage is disabled at a higher frequency than usual. Also, the
resistive voltage feed-forward term, tend to amplify the dead-time current distortion. Even with
DTC the boost voltage has to be increased to 1 V. The startup response with DTC is as shown
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in figure 3.93. With DTC included the startup transient current is reduced to an acceptable
range.
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Figure 3.92: Vector control with dead-time compensation.
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Figure 3.93: V/f control with dead-time compensation
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3.4.3 Duty cycle quantization noise suppression

3.4.3.1 Introduction

The duty cycle has two sources of quantization, namely the finite word length of the digital
controller and the obtainable resolution of the PWM period which is restricted by its clock fre-
quency. For medium to high switching frequencies, the quantization due to the PWM generator
period resolution is greater than the finite word length representation of the duty cycle.

The quantization interval of the duty cycle due to the PWM generator is:

∆d =
1

fcTPWM
(3.132)

where fc is the PWM carrier frequency and TPWM is the base period of the PWM generator.

The PWM generator used in this project is the dSPACE® DS5101, which has a time base of
25 ns. Thus, a switching frequency of 50 kHz has 800 duty cycle intervals, which is equivalent
to representing the duty cycle with 9.64 bits. For a rated frequency of 30 krpm, an error in the
least significant bit (LSB) of the duty cycle corresponds to 37.5 rpm. Also, a current ripple due
to quantization in the duty cycle results, which is worse for machines with low input impedance,
such as high-speed PMSMs.

The quantization noise can be suppressed, without a change in hardware, by oversampling the
duty cycle in software with a delta-sigma modulator (DSM)8. Given a high resolution reference,
the DSM switches an output signal between two quantization levels, so that the average output
error is not as large as it would have been if the output signal had been represented by the
non-switching quantized output.

The effect of quantization noise on the duty cycle, and the suppression thereof with a DSM, has
been studied with regard to high switching frequency DC-DC converters and class-D amplifiers
in [76, 77, 78].

3.4.3.2 Control models with quantization noise suppression

The quantization noise is modelled in the inverter, by quantizing the reference duty cycle, before
the addition of the dead-time effect as shown in figure 3.88. The quantization noise suppression
for vector and V/f control is shown in figures 3.90 and 3.91, respectively.

The implementation of the DSMmodulator is shown in figure 3.94. Each phase of the input signal
vector has a DSM (hence there are actually three DSMs implemented in figure 3.94). The input
to the DSM is the difference between the high resolution input signal and the quantized output
signal. The Quantizer block in the feed-forward path has the same quantization interval as the
quantization that occurs in the digital PWM generator. The quantization error is amplified by

8Also known as a sigma-delta modulator in the literature.
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a high gain and is integrated. When the output of the integrator causes the quantizer output to
increase with one LSB, the sign of the quantization error changes, which causes the integrator
output to change direction. Hence, the DSM oscillates around the desired high resolution input.
The DSM spreads the input quantization noise to a higher frequency bandwidth in the output,
which is better filtered by the low-pass characteristic of the plant.

The DSM has an inherent delay due to the integrator, although small due to the high gain.
Therefore, the dead-time compensation has to be added after the DSM, so that it is not delayed
by the DSM with respect to the current zero-crossing.

Control simulation models which include quantization noise suppression are included in appen-
dices C.17a and C.17b.

d_abc *DSM

1

QuantizerDiscrete-Time
Integrator

K Ts

z-1d_abc*

1

Figure 3.94: Delta-sigma modulator.

3.4.3.3 Quantization noise suppression simulation results

The response of vector control with and without the delta-sigma modulator is shown in figure
3.95. The current control loop cause suppression of the duty cycle quantization, as it can be seen
that the response is practically identical with and without the DSM. The current control loop
dithers the duty cycle in response to the current ripple caused by the quantization, therefore in
effect, the current control loop acts as a DSM itself with regard to the duty cycle quantization
noise.
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Figure 3.95: Current response to vector control with quantization noise suppression.

Figure 3.96 depicts the current response for V/f control with and without the DSM. The DSM
causes a marked improvement in the current ripple, which would have caused problems at
startup.
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Figure 3.96: V/f control response with quantization noise suppression.

3.5 Summary

The design performed in this chapter can be summarized as follows:
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• Identification of the PMSM parameters was performed. The identified parameters were
used throughout the design process.

• The vector control’s current and speed loops were designed. Special decoupling terms
which are important for the high-speed PMSM were derived.

• The V/f controller with stabilization was designed. A high efficiency loop has been added
which improves the V/f control efficiency to the same level as the vector controller in
steady-state. The V/f control was expressed in a vector formulation, which made it possible
to use the same decoupling terms (which become important at high speed) as used for the
vector controller. This formulation also made it possible to recognize the possibility of
controlling the high frequency currents via the current harmonic suppression loop.

• Both the vector and V/f controls were verified thoroughly, via simulation of the drive
system.

• The effects of a non-ideal voltage source inverter were investigated. Compensation for
these effects in order for successful operation or at least improved performance (depending
on the severity of the effect) was also investigated via simulation.
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Chapter 4

Implementation issues

This chapter presents practical implementation issues of the different controllers which also had
to be addressed in order for the successful operation of the different control strategies. It starts
off with a layout of the drive configuration which explains how the different subsystems have
been integrated. This is followed by the inverter design, which consists out of the rating selection
of the IGBTs and a thermal verification of the inverter. The input rectifier and filter is designed
as part of the drive component specification.

The inverter design is followed by isolation and protection of the different subsystems, in order
to protect the controller from faults in the power electronics.

A section dedicated to the different types of sensors required for the control and monitoring of
the PMSM is presented.

The cause of electromagnetic interference in the drive and the measures taken to reduce the
interference are presented.

The chapter concludes with computational improvements of the control algorithm, required for
the controller to be executed in real-time at the chosen control frequency.

4.1 Drive layout

The drive subsystem integration is shown in figure 4.1. Note that the connections from the
controller to only one inverter and PMSM are shown. The second PMSM is mechanically
coupled to the first and its drive connects to the same controller and rectifier as the first.

The controller used is the dSPACE® DS1005, which uses a PowerPC processor. It interfaces
to the outside world with various IO expansion cards which slot into a high speed bus for data
exchange with the control processor. It samples the ADC inputs, processes the control algorithm
and updates the PWM outputs for each control period.

The controller does not interface directly with the sensors and power amplifiers, in order to
protect it from electrical faults on the connected hardware. Instead, the sensor inputs and control
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outputs are passed through the Interface Board1 (IB). The IO which does connect directly to
the controller is already electrically isolated. The IB also contains the anti-aliasing filters for
signal conditioning.

The PWM signals, generated on the DS5101 board, are passed through the IB in order to protect
the IGBTs from invalid inputs during the control program compilation period. The PWM signals
and an enable signal (from the DS4002 board) are passed through combinational logic circuitry,
which prevents invalid inputs to the IGBT Driver Board.

The IGBT driver board (SKHI61 from Semikron®) control inputs are electrically isolated, with
optocouplers, from its gate outputs. The driver board also contain over current detection (OC)
and soft-shutdown functionality. In case an over current condition is detected by the driver
board, the driver outputs are pulled low over a longer time period than a normal shutdown, in
order to prevent an over voltage condition due to high di

dt . The controller is also notified by the
driver board that the drive has been shutdown. A soft-shutdown can also be commanded by the
controller via the DS4002 board.

The DC bus capacitors are connected to the inverter via the IV Sensor Board in order to measure
the DC bus voltage and DC-link current. The three-phase output of the inverter is connected
to the PMSM also via the sensor board. As mentioned previously the sensor board outputs
connect to the controller via the Interface Board.

IGBT Driver Board: 
SKHI61 

3x High & Low side 
Drivers

OC Detection & 
Shutdown

dSPACE® Controller: 
DS1005

PWM: DS5101

Digital IO: DS4002

RS485: DS4201-S

ADCs: DS2003

ADCs: DS2004

Interface Board

Power Supply

RTD Drivers

OV Protection & 
AA Filters

PWM En/Disable 
Logic

Inverter

3x IGBT copacks

E3 Heatsink

220V AC Fan

PMSM #A

RTDs & IR Temp 
Sensors

Angular Position 
Sensor

IV Sensor Board

4x LEM Current 
Sensors

4x Resistive Voltage 
Dividers

iabcidc

θr

idc

220V AC Fan

Mechanical Coupling
to PMSM #B

SSI to RS485

iabc

3 phase input &
Rectifier

3 Phase Rectifier

3x 2.2mF DC Bus 
Capacitors

3 Phase Isolation 
Transformer Υ-∆
Link to Drive #B 

DC Bus Capacitors

Figure 4.1: Functional relationship block diagram.

1Capitalized italics are used for referencing and drawing attention to the subsystem blocks of the discussed
figure.

Implementation Issues 130/201



Specification of drive components

4.2 Specification of drive components

4.2.1 IGBT Voltage rating

The required voltage rating is determined by the DC bus voltage and the PMSM back-emf
constant. At rated speed the back-emf in a phase is 2πωrλp ≈ 156 V. The DC bus voltage has
to be approximately double the back-emf voltage2, due to the limited phase voltage which can
be imposed by the inverter, hence 312 V. The IGBT parallel diodes ensure that the maximum
voltage across an IGBT is clamped to the bus voltage. This value has to be compensated further,
e.g. 50 V, to account for voltage spikes during a switch transition due to leakage inductance in
the DC-link. IGBT voltage ratings are available in a discrete incremental range, so that the
IGBT voltage rating is chosen as 600 V.

4.2.2 IGBT Current rating

The required current rating is determined by a combination of the PMSM rated current and
IGBT losses. An IGBT with a slightly higher current rating than required has less switching and
conduction losses compared to one which barely meets the current specification. The conduction
and switching losses decrease as the current density in the devices decreases, but only to a point
because the gate input capacitance also increases which in turn increases the switching losses.

The current rating can be determined from the rated peak electromagnetic torque, which is
equal to:

Te =
Pr
ωr

=
4× 103

2π500
= 1.27 N ·m (4.1)

where, Pr, is the rated power at rated speed, ωr. The peak torque producing current is obtained
by dividing the peak torque by the torque constant, Kt, which yields 17.72 A. For the power
variant dq0 transformation this corresponds to the peak phase current. Again this value should
be modified by a safety factor, e.g. ×2 the peak current, to account for higher peak currents
during startup transients3.

Another method of determining the required current rating is by noting the current rating
of the winding which has been designed for a current density of 5 A ·mm−2, which yields a
current rating of 18.5 Arms. Therefore, the PMSM has a higher torque rating than that which is
achieved at maximum speed. The peak torque rating according to the winding current rating is
thus 1.875 N ·m and rated power is already achieved at a rotational speed of 340 Hz. Beyond this

2If sine-triangle modulation is conservatively assumed.
3For the vector controller, the startup current is limited to a maximum allowed value by the current control,

which is not possible for the V/f controller.
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speed the torque is derated (thereby keeping the power constant), in order to limit the PMSM
losses. Hence, the peak inverter current is 26.2 A, which corresponds roughly to the inverter
current requirement of 30 A stated in section 1.3.

The IGBT selected for the project is the SKM50GB063 IGBT module from Semikron®, which
has a rating of 600 V, 50 A. Each module is an IGBT half-bridge configuration with an anti-
parallel diode per IGBT. Thus, three modules combine to form the three-phase inverter configu-
ration. The devices in the module are electrically isolated with Al2O3 from a copper base plate,
providing excellent thermal performance.

4.2.3 Inverter thermal verification

In order to confirm that the chosen IGBT can operate in the inverter configuration with the
specified operating conditions a thermal analysis is performed in order to verify that the IGBT
junction temperature does not exceed its maximum allowed value.

P IGBT
R th_jc_IGBT

Σ P Module

T j_IGBT

P Diode
R th_jc_Diode

T j_Diode

R th_ch

T c

P Module

R th_ha

T h

T a

Figure 4.2: Inverter thermal model.

Figure 4.2, depicts the lumped parameter thermal model of the IGBT module. The parameters
of the model are defined as follows:

PIGBT Power loss of an IGBT in a module.

PDiode Power loss per diode in a module.

PModule The total power loss generated per module.

ΣPModule The total power loss generated by all the modules per heatsink.

Rth_jc_X Junction to case thermal resistance of a device, where X is either an IGBT or an
inverse diode. The base-plate is included in this resistance.
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Rth_ch Case to heatsink thermal resistance.

Rth_ha Heatsink to ambient thermal resistance.

Ta, Th, Tc Temperature of the ambient, heatsink and case, respectively.

Tj_IGBT , Tj_Diode Junction temperature of the IGBT and diode, respectively.

Since the model does not include thermal capacitance, steady state conditions are assumed. High
frequency losses would have been absorbed (averaged) by the thermal capacitance, therefore the
resistive model is a conservative (yet simple) verification of the inverter thermal response.

The power losses of a device, required in the thermal model, are the sum of the conduction and
switching losses. Since the PMSM current is sinusoidal, the conduction loss is calculated by ave-
raging the power over a period of the fundamental component. The nonlinear V-I characteristic
of the device is linearized by substituting the voltage across a device as a linear function of the
device current. The averaging and linearization allow the following simplification of the device
conduction loss:

P =
1

T

∫ T

0
v (i (t)) i (t) dt

=
1

T

∫ T

0
(v0 + ri (t)) i (t) dt

= v0ī+ ri2rms (4.2)

where, v0, is the voltage across the device with zero device current, ī, the average device current,
irms, the rms device current and r is the linearized device resistance. The generality of equation
4.2, makes it useful for the conduction loss calculation of any converter configuration.

The calculation of the average and rms current for the IGBT and anti-parallel diode in an
inverter using sine-triangle modulation is performed by Perruchoud et al. in [79], which after
substitution yields the conduction losses as:

PI = vCE0îph

(
1

2π
+
mi

8
cos (φ)

)
+ rCE î

2
ph

(
1

8
+
mi

3π
cos (φ)

)
(4.3)

PD = vF0îph

(
1

2π
− mi

8
cos (φ)

)
+ rD î

2
ph

(
1

8
− mi

3π
cos (φ)

)
(4.4)

where the voltage and resistances are the IGBT and diode linearized parameters, îph, is the
peak phase current, mi, the modulation index and φ is the load power factor angle. Bierhoff and
Fuchs derived the conduction losses for the inverter with third harmonic injection and found
that it is nearly equal to the sine-triangle modulation case [80].

The switching losses can be approximated analytically from the device voltage and current
switching waveforms averaged over a switching period as in equation 4.5 [81].

Psl_fc =
1

2
Vdcîphfc

(
tc(on) + tc(off)

)
(4.5)
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where tc(on) and tc(off) is the time during which the device voltage and current passes through
the linear region for the device turn on and turn off (the other parameters have been defined
previously). Manufacturers have their own definition of the device turn-on and off times, which
is often incompatible with the switching times used in equation 4.5. Also, as stated, equation
4.5 is only an approximation, because it does not account for the increase in device current due
to diode reverse recovery when the IGBT turns on and it also neglects the losses due to the
IGBT tail current and increased device voltage caused by parasitic inductance during device
turn-off. In order to account for the switching losses being higher than the theoretical amount,
manufacturers provide the switching loss energy determined with a standard test circuit as a
function of the gate resistance and collector current.

Hence, the switching losses (for an IGBT and inverse diode pair) averaged over a switching
period can alternatively be expressed as in equation 4.6 [80].

Psl_fc = (Eon, I + Eoff, I + Eoff,D) fc (4.6)

= Etotfc (4.7)

where Eon, I and Eoff, I is the IGBT turn-on and turn-off switching energy and Eoff,D is the
diode turn-off energy. The diode turn-on switching energy may be neglected. Since the inverter
current is sinusoidal the switching losses have to be averaged over the fundamental modulation
period [79]:

Psl_ωs =
1

2π

∫ π

0
Psl_Tc dθ (4.8)

=
1

2π

∫ π

0
fcÊtot sin (θ) dθ (4.9)

=
fc
π
Êtot (4.10)

where the integral is carried out over half a period because this is the period for which an IGBT
and opposite inverse diode conducts. Note that Êtot is the peak switching energy during the
modulation period.

With the losses known, the junction temperature for the IGBT and diode is calculated as:

Tj_IGBT = Ta + ΣPmodRth_ha + PmodRth_ch + PIGBTRth_jc_IGBT (4.11)

Tj_Diode = Ta + ΣPmodRth_ha + PmodRth_ch + PDiodeRth_jc_Diode (4.12)

The calculation for the thermal verification is included in appendix C.18, which assumed an
operating condition of 25 A PMSM load current, switching at 20 kHz with a conservative ambient
temperature of 40 ◦C. The SKM50GB063D datasheet is included which shows the linearization of
the IGBT and diode V-I characteristics as well as the linear approximation of the switching losses
as a function of the gate resistance. The heatsink parameters are obtained from the Semikron®

P3/180 heatsink datasheet, which is derated (to account for the difference in heatsink length
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Table 4.1: Summary of thermal verification.

Symbol Description Îmax = 25 A Îrated = 17 A

PIGBT Losses of an IGBT in a module 26.9 W 22.4 W

PDiode Losses of a diode in a module 4.18 W 3.87 W

Pmod Losses per module 62.2 W 52.6 W

ΣPmod Total inverter losses 187 W 158 W

Th Heatsink temperature 77.3 ◦C 71.6 ◦C

Tc Module case temperature 80.4 ◦C 74.2 ◦C

Tj_IGBT IGBT junction temperature 93.9 ◦C 85.4 ◦C

Tj_Diode Diode junction temperature 84.6 ◦C 78.1 ◦C

and number of fins) to approximate the Semikron® E3 heatsink parameters (of which an official
datasheet could not be found). The heatsink thermal resistance has also been derated in order
to account for altitude.

A clarification of the switching frequency used is required. Most of the simulations performed in
Chapter 3, assumed a switching frequency of 50 kHz. In fact, the current control was originally
designed for a switching frequency of 50 kHz. The thermal calculations showed that a switching
frequency of 50 kHz, with the assumed current load is possibly out of reach for the chosen IGBTs
(which were already procured). Hence, the switching frequency was lowered to a more acceptable
value of 20 kHz. The most important sections in the design were iterated with the newly chosen
switching frequency. Due to the decreased switching frequency, the inverter non-idealities which
are frequency depended, namely the dead-time effect and duty cycle quantization are decreased.
The relative importance of compensating each of the inverter non-idealities has to be reconsidered
with the reduced switching frequency. The disadvantage is increased switching current ripple
and the corresponding increased motor losses.

Table 4.1 lists the key results of the calculation. Thus, the device junction temperature operates
well below the recommended junction temperature of 125 ◦C4 with a safety margin of at least
1.25.

4.2.4 Rectifier design

The three-phase inverter is fed from a DC bus capacitor which is charged by a full-wave rectified
three-phase voltage source, which is filtered by an inductor, as shown in figure 4.3.

Without the filter inductor, Lf , the capacitor would be recharged by a sawtooth-like rectifier
current, which would have a low power factor and has a large total harmonic distortion. The
rectifier has a lagging power factor, even without an inductive load, since a diode pair is forward
biased when the line-line voltage is near its peak. Also the high capacitor current peaks could
easily surpass the peak rated current of the rectifier diodes. By reducing the peak amplitude of

4The maximum allowed junction temperature is 150 ◦C.

Implementation Issues 135/201



Specification of drive components

+

+

+

+
-

V a

V b

V c

D 1

D 2

D 3 D 5

D 4 D 6

C dc

L f

iC

idciL

v dc

3-φ inverter

v r

Figure 4.3: Three-phase rectifier.

the capacitor current, the filter inductor improves the power factor, protects the rectifier diodes
and reduces the capacitor rms current.

The design of the rectifier components comprises the following:

• Selection of the rectifier diodes in order to meet the maximum current demand.

• Filter inductor specification and design, such that the benefits of improved power factor
is obtained but simultaneously specifying a component which is realizable in terms of
constraints such as cost, space and operating efficiency.

• Selection of the filter capacitor such that an expected capacitor operating lifetime and
voltage ripple specification is met.

Since the resulting diode current is dependent on the LC filter values, the filter components are
designed first, after which a simulation of the rectifier with a load corresponding to rated PMSM
load, yields the required diode rating.

4.2.4.1 Filter inductance design

The influence of the filter inductor on the line current harmonics and power factor of the rectifier
has been analyzed by Kelley and Yadusky [82]. Their analysis was carried out in the form of a
simulation on a rectifier circuit in which all parameters were normalized by a special procedure.
The derived diagrams relating power factor and total harmonic distortion are thus useful for
specifying an inductance value given a required power factor and/or maximum allowed total
harmonic distortion.

Since this project focused on a prototype system for motor control evaluation, with relatively
low power, a desired power factor has not been specified, but the inductance value was specified
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according to a trial and error simulation approach with the capacitor rms current as the main
concern. With the currents defined as in figure 4.3, the capacitor current is equal to:

iC = iL − idc (4.13)

where the currents consist of an average and a ripple component, e.g. the DC-link current can
be written as:

idc = īdc + ĩdc (4.14)

Note that the capacitor average current equals zero, so that the total capacitor rms ripple current
is given by:

ĩ2C, rms = ĩ2L, rms + ĩ2dc, rms (4.15)

The inductor rms ripple current can be calculated by noting that the sixth harmonic dominates
the rectifier output voltage. The n-th harmonic voltage component for the full-wave three-phase
rectifier is given by [83]:

vr, n =
6V̂L

π (n2 − 1)
(4.16)

where V̂L is the peak line-line voltage of the three-phase source. Voltage harmonics higher than
six cause negligible current due to the low-pass characteristic of the LC filter and the hyperbolic
decreasing harmonic amplitude. Hence, the 6th current harmonic is a good approximation of
the ripple component of the filter inductor and is approximated by:

ĩL,B ≈ vr, 6
6ωLf

(4.17)

=
V̂L

35πωLf
(4.18)

where the denominator represents the equivalent impedance at the frequency of the rectified
voltage, i.e. six times higher than the source frequency, ω. The impedance is dominated by the
filter inductor, since the impedance of the load is in parallel with the essentially zero impedance
(at this frequency) of the filter capacitor. Note that equation 4.18 is oddly not a function of
the load current. This is due to the assumption that the current can be approximated by the
sixth harmonic which is most valid when the load current is such that the inductor current is
on the boundary between discontinuous and continuous mode, hence the use of the B subscript
denoting this boundary mode of operation. For smaller load currents resulting in discontinuous
mode, it has been found experimentally that the ripple current can be calculated as the geometric
mean between the average load current and the ripple current corresponding to the boundary
mode of operation. Thus, the ripple current as a function of the average load current is:

ĩL =

√
īdc × ĩL,B (4.19)

Equation 4.19 is useful for estimating the filter inductance required for a current ripple specifi-
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cation of the DC bus capacitor.

The filter inductance is selected as 450µH, which results in a peak inductor ripple current of
16.2 A. With a rated motor load of 4 kW and a phase voltage of 133 Vrms, the normalized
inductance results in 5.1 × 10−3 (unitless). This corresponds to a rectifier power factor of
approximately 0.73 using the normalized diagrams presented in [82].

The toroidal core, T400-26, from MICROMETALS® is selected for the inductor. Its parameters
are listed in table 4.2.

Table 4.2: T400-26 core parameters.

Symbol Description Value
AL Core permeance 130 nH/N2

l Mean reluctance length 25 cm

Ae Effective cross-sectional area 3.46 cm2

µr Relative permeability 75

id, od Inner and outer diameter 5.72, 10.2 cm

h Height 1.65 cm

Vc Core volume 86.5 cm3

The required number of turns is calculated as:

N =

√
Lf
AL

(4.20)

=

√
450× 10−6

130× 10−9

≈ 59 turns

The core is checked for saturation by calculating the peak flux density excursion by:

B̂ =
N × îL ×AL

Ae
(4.21)

=
59× 32.4× 130× 10−9

3.46× 10−4

= 0.72 T

where the peak current has been calculated as 2 × ĩL, because the inductor ripple current is
DC biased. Since this flux density is a bit high for the chosen core, two cores are stacked,
which effectively doubles the core permeance and cross-sectional area. In order to maintain the
inductance constant, the number of turns is reduced by a factor of

√
2, yielding 42 turns, which

reduces the mmf and hence the peak flux density with the same factor. The resulting peak flux
density is 0.51 T.
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The core loss is checked with the aid of a polynomial fit found in the core’s datasheet [84]:

Pc =

 f
a
B3
pk

+ b
B2.3
pk

+ c
B1.65
pk

+ d (f ·Bpk)2

 · Vc (4.22)

=

[
300

1×109

25303
+ 1.1×108

25302.3
+ 1.9×106

25301.65

+ 1.9× 10−13 (300 · 2530)2

]
· (2× 86.5)

= 6.12 W

where Bpk is the peak AC flux density in gauss, taken as half of the peak-peak flux density.

The winding is designed by noting that the winding loss is a function of the inductor rms current
which is computed as:

iL, rms =
√
ĩ2L, rms + ī2L (4.23)

=

√√√√( îL√
2

)2

+ ī2L (4.24)

=

√(
16.2√

2

)2

+ 12.52

= 17 Arms

where the average inductor current, īL, corresponds to rated load and the peak ripple current is
taken as the sixth harmonic component. The required copper area for the winding is calculated
as:

Acu =
iL, rms
J

(4.25)

=
17

4
= 4.24 mm2

where J is the maximum allowed current density. The required wire diameter is calculated as:

D = 2

√
Acu
π

(4.26)

= 2.32 mm

The winding resistance is calculated as:

R = ρ
lcu
Acu

(4.27)

= 1.68× 10−8 6.53

4× 10−6

= 27.3 mΩ
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where lcu is the total winding length (N×turn circumference) and ρ is the resistivity of copper.
The resulting winding loss is thus:

Pw = i2L, rmsR (4.28)

= 172 × 0.027

= 7.85 W

The total inductor loss is the sum of the core and winding copper loss, which results in 14 W.

4.2.4.2 DC bus capacitor design

The filter capacitor current is the sum of the rectifier and the DC-link current. The previous
section analyzed the rectifier contribution to the capacitor ripple current. An analysis of the
ripple component of the DC-link current due to the switching inverter is performed by Kolar
and Round in [85]. The analytical equation of the rms DC-link current is quite complex and is
dependent on the load power factor and the inverter modulation index. Assuming a load with
near unity power factor (such as the PMSM), a simplified equation for the rms ripple component
of the DC-link current, corresponding to worst-case DC bus capacitor loading is given as [85]:

ĩdc,rms '
1√
2
iph, rms (4.29)

where iph, rms is the maximum phase current of the inverter load. Hence, the total rms ripple
current, assuming a maximum phase rms current of 12.5 Arms, is calculated as:

ic, rms =
√
ĩ2dc,rms + ĩ2L, rms (4.30)

=

√(
12.5√

2

)2

+

(
16.2√

2

)2

= 14.5 Arms

The ripple current handling capability5 of an electrolytic capacitor is specified at some reference
frequency, usually 100 Hz [85]. The ripple component of the DC-link current and the rectifier
current can be up/derated, due to the frequency dependency of the electrolytic capacitor’s ESR,
in order to obtain an equivalent 100 Hz rms ripple current. The selected capacitor is the AYX-
HR222X450DC1 from Itelcond®. Table 4.3 lists some of its key parameters [86].

5The ripple current rating is that current which would cause a rise of 10 ◦C in the capacitor’s core temperature .
For every 10 ◦C increase of the capacitor core temperature the expected lifetime of the capacitor is approximately
halved [83].
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Table 4.3: Electrolytic capacitor parameters.

Symbol Description Value
Vn Rated voltage 450 V

C Rated capacitance 2.2 mF

ĩC,rms @ 55 ◦C Ripple current 12.8 A

ĩC,rms @ 85 ◦C “ 9.1 A

Kt @ 40 ◦C Temperature scaling factor 1.65

Kf @ 300 Hz Frequency scaling factor 1.24

Kf @ > 1 kHz “ 1.37

The capacitor ripple current is transformed into an equivalent 100 Hz ripple current by [86]:

ic, rms, 100Hz =

√√√√( ĩdc,rms
Kf,>1k

)2

+

(
ĩL, rms
Kf, 300

)2

(4.31)

=

√(
8.84

1.37

)2

+

(
11.5

1.37

)2

= 11.3 Arms

Thus, as long as the ambient temperature is below 45 ◦C, the capacitor will obtain an operational
lifetime exceeding 150 × 103 hours, based on operational lifetime curves in the datasheet. If
the capacitor is forced cooled, its ripple current rating and/or operational lifetime can also be
increased.

The capacitance is determined from a voltage ripple specification. The filter inductor design
assumed that the capacitor impedance is negligibly small, but in actuality the ripple voltage due
to the capacitor impedance can be computed as the integral of the sixth harmonic current:

iC = C
dv

dt

ṽc =
1

C

∫
ĩL cos (6ωt) dt

∴ ṽc =
1

6ωC
ĩL sin (6ωt) (4.32)

Substituting equation 4.19, yields the peak-peak capacitor voltage as:

ṽc, pp =
1

3ωC

√
īdc × ĩL,B (4.33)

Substituting the peak-peak ripple voltage as a percentage of the average output voltage and
solving for the capacitance yields:

C =
π

9ωvr,%V̂L

√
īdc × ĩL,B (4.34)

where vr,% is the required peak-peak ripple percentage of the nominal output voltage. Due to the
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Figure 4.4: Three-phase diode bridge rectifier forward characteristic.

assumption that the capacitor ripple current is dominated by the sixth harmonic, equation 4.34
is only valid for a percentage ripple of . 3.5 %. Specifying a maximum percentage ripple of 1.5%,
the required capacitance is 3.7 mF. Hence, two capacitors are required per drive (ignoring the
interconnected DC bus of each drive). Note that the analysis did not consider the contribution
of the PMSM acting as a load which recharges the DC bus capacitor bank. By designing each
drive independently, the prototype is flexible in the number of configurations it can achieve6.

4.2.4.3 Three-phase diode bridge

The filter inductor current operates in the discontinuous mode so that the rectifier diodes have
essentially zero switching losses due to the zero current switching. The diode conduction losses
can be calculated following the same approach followed for the inverter thermal verification.
The rectifier bridge module is mounted on the same heatsink as the inverter. The three-phase
diode bridge (MDS110-12:B6U) has a voltage blocking rating of 1200 V and a current rating
of 110 A. A datasheet of this component could not be found, hence its V-I characteristic has
been measured as shown in figure 4.4. The linear fit parameters are used in the conduction loss
calculation.

The diode rms and average current, required for the conduction loss calculation, is obtained via
an LTspice® simulation of the rectifier and LC filter loaded with rated current. The diode rms
and average current equalled 10 Arms and 4.3 A, respectively. The diode bridge rectifier losses
are determined as 23.1 W.

The simulation model has also been used to verify the equations used for the calculation of the
6The preliminary capacitor design assumed a much higher capacitor ripple current, due to a larger assumed

load and the absence of the filter inductor, so that the total DC-link capacitance in the test system is 13.2mF.
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rectifier contribution to the capacitor ripple current. The rectifier design file and simulation
model is included in appendix C.19.

4.3 Isolation and protection

4.3.1 Three-phase transformer

The three-phase utility supply has a line-line voltage of 380− 420 Vrms. If this voltage were to
be rectified with a three-phase full-wave rectifier, the DC bus would be charged to 563− 622 V,
which would be mismatched with the voltage required by the PMSM used in this project. The
inverter losses and current ripple would be unnecessarily high with this DC bus voltage.

The DC bus voltage is reduced by connecting three single phase transformers with a winding
ratio of 380 : 220 in a Y −Y configuration, which reduces the voltage by a factor of

√
3. Hence

the resulting DC bus voltage is in the range of 325 − 359 V. The isolation transformers has a
winding ratio slightly larger than 380 : 220, in order to account for the voltage drop caused by
a rated load connected to the secondary. The single phase transformers used has a rating of
5 kVA, which is more than sufficient.

The transformers also serves the purpose of isolating the input voltage from the rest of the
control electronics, so that the rectified voltage ground may be connected safely to the ground
of the dSPACE® controller.

4.3.2 DC bus inrush current limiting

When the voltage source to the rectifier is switched on, the uncharged DC bus draws high
inrush currents which would damage the rectifier and cause an overvoltage condition due to
the overshoot caused by the filter inductor. In order to solve this problem the capacitor inrush
current is limited with a series resistance placed in the line preceding the rectifier. After the
capacitor bank has reached steady state, the current limiting resistors are bypassed with a 30 A

contactor. The switching of the contactor is done with a timed relay option build into the
contactor.

The series resistance per line is obtained by paralleling eight 3.3 kΩ, 5 W resistors, which yields a
413 Ω, 40 W resistor. Via simulation, the time constant for the three-phase rectifier has increased
by a factor of ≈ 2π

3 , compared to the RC time constant required for a DC bus capacitor to charge
up to 68 % of its final value. The DC bus capacitor reaches its final value in approximately four
(modified) time constants, i.e. 46 s. Hence the contactor’s timer circuit which bypasses the
capacitors are set to approximately 60 s.
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4.3.3 Inverter dead-time selection

The amount of dead-time required in order to prevent a short circuit in the top and bottom
switches is determined by considering the switching times of the IGBT. Before an IGBT may
be turned on, the switch in the complementary part of the inverter leg has to be off. Therefore,
the switch-off delay and fall time serve as a guide for selecting the dead-time.

The switch-off time is defined as the sum of the switch-off delay and fall times. A definition of
the switching characteristics of the IGBT can be found in [87]. For a gate resistance of 22 Ω, a
collector current of 50 A and a DC bus voltage of 300 V, the resulting turn-off time for the SKM
50 GB 063 D from its datasheet is 330 ns.

From the characteristic curves in the datasheet, the switching times are not a strong function of
the collector current, but do depend strongly on the gate resistance. The gate resistance used
in this project is 12 Ω. Hence, the actual switching time is even lower.

Selecting the dead-time equal to 1µs is therefore deemed sufficient. With a switching frequency
of 20 kHz, the dead-time constitutes 2 % of the switching period. Thus a low amount of distortion
due to the dead-time effect is expected and the maximum obtainable voltage fundamental of the
inverter is not reduced by a considerable amount.

4.3.4 Inverter snubber capacitors

The leakage inductance between the electrolytic DC bus capacitors and the DC bus terminals
of the IGBT module cause voltage overshoot when one of the IGBTs switches off. The series
resistance of the electrolytic capacitors form part of the total leakage inductance. In order to
prevent excessively dangerous voltage overshoot, a snubber capacitor is placed directly across
the terminals of the DC bus connection of the IGBT module. It is important to make the
connection of the snubber capacitors to the IGBT module as short as possible, in order to
reduce the contribution of the capacitor leads to the leakage inductance.

The required capacitance in order to limit the voltage overshoot at the DC bus terminals of
the IGBT, given a specified allowable maximum voltage, v̂dc, can be determined by considering
an energy relation, without solving the differential equations of the circuit under consideration.
This is done by noting that the maximum voltage is attained after all of the leakage inductance
energy is transferred to the capacitor. The moment just before the IGBT switches off, the
electrolytic capacitor and snubber capacitor is charged to the same average value, v̄dc. Thus
when the IGBT switches off and the inductor transfers its energy to the capacitor, the capacitor
appears uncharged, because the voltage difference across the inductor before switch off is zero.
Hence, the required capacitance can be determined as follows:

1

2
Cs (∆vdc)

2 =
1

2
Ll î

2
dc (4.35)

∴ Cs =
î2dcLl

(v̂dc − v̄dc)2 (4.36)
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where îdc is the peak DC-link current and Ll is the total leakage inductance of the loop which
carried the current just before turn-off.

The inductance of the cable connecting the electrolytic capacitors to the DC bus terminals of the
IGBT modules were measured as 380 nH, with the RLC 300 measurement unit from digimess®.
The leakage inductance of the electrolytic capacitors proved to be an elusive parameter. The
capacitor leakage inductance can be calculated from the capacitor impedance, assuming the
capacitor impedance is dominated by the leakage inductance at high frequency. From the capa-
citor datasheet [86], its impedance at 10 kHz is 43 mΩ. This corresponds to an equivalent series
inductance (ESL) of 684 nH. Even though there are capacitors in parallel, which reduces the
equivalent inductance, this is not taken into account in order to yield a conservative snubber
capacitance.

Although the selected IGBT modules have a blocking voltage of 600 V, it is not good to push the
limits of operation to this point, in order to obtain a minimum snubber capacitance. One reason
is for safety and another for EMI considerations, i.e. a higher voltage overshoot corresponds
to higher dv

dt and thus common-mode current in parasitic capacitance near the IGBT modules.
Hence, the peak allowed DC bus voltage is chosen as 365 V, slightly higher than the DC bus
voltage.

The peak DC-link current for sizing the snubber capacitor corresponds to average DC-link cur-
rent at maximum inverter power, thus ≈ 12 A. With the chosen constraint, operating conditions
and determined leakage parameters, the required capacitance is determined to be 680 nF. Inclu-
ding a safety factor in order to acknowledge unmodelled leakage inductance, the chosen snubber
capacitance is 2µF.

4.3.5 Inverter current limiting

The IGBTs are protected from an overcurrent condition by three methods. Firstly, the peak
torque producing current is limited in the control (vector control) to a value which corresponds
to slightly higher than rated load7. Secondly, the control sends an error signal to the driver
board to soft shutdown the IGBTs, if the control cannot maintain the peak current limit and a
current value has been detected which is higher than the limit in the first case. A short circuit
through low impedance in the output of the inverter could result in a current which is far higher
than the maximum allowed value for the IGBTs, which would be detected too late by the time
the controller executes its next control period. In order to protect the inverter from such an
overcurrent condition, the IGBT driver board detects an overcurrent condition via a method
known as Vce saturation monitoring (third method).

Saturation monitoring utilizes the relationship of the IGBTs saturation voltage to its collector
current. In parallel to the IGBT, the driver board measures the collector-emitter voltage during
the IGBT on-time, and trips the drive if this voltage is higher than a threshold voltage. The

7The first method, is not applicable to V/f control

Implementation Issues 145/201



Isolation and protection

threshold voltage is configured via a resistor on the driver board. The IGBT monitoring is only
active during the IGBT on-time, since during an off-time the collector-emitter voltage is high,
which would appear as a short circuit. When the IGBT switches on, there is a small delay before
the saturation monitoring activates, in order to reject switching noise which would falsely trip
the drive. This delay is known as blanking time (not to be confused with dead-time, although
dead-time is also referred to as blanking time in the literature). The blanking time is configured
with a capacitor on the driver board. The blanking time should be set high enough for the
switching transients to have decayed, but small enough in order to protect the inverter8.

The threshold value and blanking time is set by a resistive divider and low-pass filter capacitor,
hence the resistance and capacitance required for configuring the driver board’s over current
detection is interrelated. The equations are found in the SKHI61 datasheet [88]:

RV ce =
11.86

5.4− 0.93Vce
− 4.75 (4.37)

CV ce =
tblank (72.75 +RV ce)

(RV ce + 4.75)× 36.08
− 0.1 (4.38)

where CV ce is the filter capacitance in nF, RV ce is the voltage divider resistance in kΩ and tblank
is the desired blanking time in µs. The inverter blanking time is chosen as 2.5µs. The threshold
value has been chosen the lowest possible value, which is set by shorting the threshold resistor.
The resulting saturation threshold voltage is 3.12 V, which corresponds to a collector current of
85 A at Tj = 125 ◦C (read from the collector-emitter voltage and collector current characteristic
in the SKM50GB063D datasheet). Since the selected device is a non-punch through (NPT)
IGBT, the current is higher for lower junction temperatures corresponding to this threshold
voltage. Note that this is higher than the continuously rated collector current of the IGBT. For
short periods (on the order of 10µs), the IGBT can withstand short circuit current levels of up
to ten times its rated current. Therefore, although the drive short circuit current is detected at a
relatively high level, the IGBT is able to handle this current, but for only a short period, which
is why it is important to detect a short circuit and trip the drive as soon as possible. With the
specified blanking time and threshold voltage: RV ce = 0 Ω and CV ce ≈ 1 nF. The calculations
for the current limiting are included in appendix C.20.

The high current present during a short circuit represent energy stored in the leakage inductance,
formed by the short circuit loop. In order to limit high induced voltage by the leakage inductance,
the IGBTs are switched off with a soft-shutdown, by the SKHI61 driver board. Another reason
for the soft-shutdown requirement of the IGBTs is due to the phenomenon known as latchup.
An IGBT can withstand high levels of operating current, but only to a certain extent. At a high
current level, exceeding a certain threshold, the base of a parasitic npn region inside the IGBT
becomes forward biased, at which point the IGBT gate no longer has control over the switching
of the device. This condition is known as latchup and like a normal thyristor, the switch has to
be turned off by forced commutation of the current, i.e. the device current has to be forced to

8A simple check on the blanking time is to note that it should be in the same order of magnitude as the
dead-time.
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zero external to the device in order for the latchup to end. Latchup can also be triggered during
device turn-off. The region causing static device latchup has a higher current which depends on
the rate at which the MOSFET structure in the device turns off. If the device switches off too
quickly, the IGBT can enter latchup, known as dynamic latchup (the result is the same, the name
only differs to identify its cause). The collector current required for dynamic latchup, is lower
than the static case. The manufacturer’s peak current rating usually corresponds to dynamic
latchup. Modern IGBTs are designed and guaranteed to be latchup proof for the normal rated
operating range. A short circuit condition is out of range of the guaranteed region [81], hence
short circuit currents also require soft-shutdown in order to prevent dynamic latchup.

4.3.6 DC bus overvoltage protection

Since a brake resistor is not added to the drive, an overvoltage due to regenerative braking on the
DC bus capacitors is possible. With respect to the control operation, this has been addressed by
limiting the deceleration rate of the motor in the speed signal reference generator, as discussed
in section 3.2.3.2. In the event that the deceleration constants are no longer valid9 or if the
control becomes unstable, an overvoltage condition is still possible.

In order to address this risk, the DC bus voltage measurement is compared to a threshold value.
If the measured value exceeds the threshold value, both drives are shutdown and the rotors are
allowed to decelerate due to the frictional losses.

Ideally a brake resistor should be added to the system. This can be achieved by replacing the
driver board with one which supports a seventh IGBT driver. The control of the brake would
impose minimal extra computation burden to the controller. This has not been done due to
resource constraints.

4.3.7 Controller protection from sensor signals

The output signals of the sensors presented in section 4.4, pass through an interface board
before connecting to the dSPACE® controller. The signal conditioning circuitry and overvoltage
protection reside on the interface board. The overvoltage protection is achieved via a zener diode
clamping circuit.

Figure 4.5 shows the clamping circuit combined with the anti-aliasing filter. With the back-
to-back configuration of the zener diodes, with a breakdown voltage of 10 V, an external rail
voltage of ±10 V is not required for the clamping circuit. The filter resistance forms part of
the clamping circuit: if the input voltage is too high, a large current is drawn by the clamping
diodes, which cause a voltage drop across the filter resistance such that the output voltage is
limited to ±10 V.

9The deceleration constants may become invalid if the rotor inertia increases due to an external coupling to
the rotor, e.g. if a blower is connected to the rotor.
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Figure 4.5: Anti-aliasing filter and zener voltage clamp circuit.

The overvoltage protection circuitry used in this project provides safe protection up to Vi ≈
100 V. A thermal fuse, with the appropriate voltage rating and trip current, should be placed
in series with the filter resistance in a follow-up project, in order to provide protection up to
Vi = Vdc.

4.4 Drive sensors

4.4.1 Voltage and current sensors

The PMSM voltage and currents are measured with a sensor board10, which is mounted on
the side of the inverter heatsink. The voltages are measured with resistive voltage dividers.
Ideally the voltage measurement should be isolated, using a Hall-effect voltage sensor, or a
resistive voltage divider combined with an isolation amplifier, in order to protect the dSPACE®

controller.

The resistive voltage divider network has a maximum voltage input equal to v̂dc = 350 V. The
analogue-to-digital converter boards (DS2003 & DS2004) have a voltage range of ±10 V. Hence,
the input signal needs to be attenuated by a factor of at least 35. After including a safety
margin of ≈

√
2, the voltage divider resistances are chosen as 550 kΩ and 12 kΩ, which results

in an attenuation factor of 46.8. In the control, the measured voltage is not multiplied by this
calculated attenuation factor, but is instead multiplied by a factor determined by a calibration
procedure, in order to account for attenuation due to all of the signal conditioning circuitry
preceding the ADCs.

The currents are measured with isolated LEM LAH 25-NP current sensors, which can measure
a maximum current of 25 Arms continuously and a peak current of 55 A for a limited duration.
The current is measured using the Hall-effect. Thus, unlike current transformers, these sensors
can also measure the DC component. The sensors require a voltage supply of ±15 V. The sensor
output is a current which is proportional to the input current. The sensor gain is thus set with
a load resistor that converts the measured current to a voltage which is sampled by the ADCs.
The gain resistor is chosen as 220 Ω, which yields a total attenuation factor of 0.22 V

A .

10The sensor and interface board schematics and PCB layout were outsourced to Mr. D. Herbst.
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4.4.2 Temperature sensors

The permanent magnets fitted onto the rotor have a shrink-fitted shielding cylinder. The usual
purpose of the shielding cylinder is to reduce eddy current loss in the permanent magnets, if
made from a good conductive material. The cylinder had to be shrink-fitted in order to limit the
centrifugal growth of the rotor at high speed. For mechanical strength the shielding cylinder is
made from Inconel® 718, which has a resistivity comparable to that of the permanent magnets.
A temperature rise in the rotor causes thermal expansion of the rotor, which in turn increases
stress in the permanent magnets, which is constrained by the shielding cylinder. From the
mechanical design, the maximum rotor temperature allowed is 80 ◦C [7].

In order to monitor the rotor temperature for safe operation, an infrared temperature sensor is
fitted onto the motor housing cover, which measures the rotor temperature. The infrared sensor
(EL101A from Calex®) requires a voltage supply of 24 V. It has an output of 4− 20 mA which
is converted into a voltage with a 750 Ω resistor. By placing the current-to-voltage conversion
resistor on the interface board, a voltage drop on the long leads from the sensor is prevented.

The PMSM winding temperature is also monitored with resistive temperature detectors (RTDs).
Since the RTD (PT-100 RTD from Wika Instruments®) is a passive component, it requires driver
circuitry in order to measure the resistance. The driver circuit, which requires a voltage supply of
±15 V, acts as a constant current source. The voltage resulting from the driver current consists
of a nominal and a deviation component. The nominal voltage represents a known value for a
certain operating temperature. This voltage is subtracted and the deviation voltage (which is a
function of the RTD temperature) is amplified and measured by the ADC. The amplification is
performed by a difference amplifier which also subtracts the nominal voltage. The RTD driver
circuitry resides on the interface board. The RTD measurement is scaled with an amplification
factor in the controller, which is determined by a calibration procedure. The nominal voltage
which has been subtracted, corresponds to a 0 ◦C operating point, thus only the scale factor is
required to determine the temperature, given the measured voltage.

The sensor and interface board schematics are included appendix C.21.

4.4.3 Position sensor

For the vector controlled drive, the rotor angular position is required for the transformation of
the three-phase currents into the rotor reference frame. The rotor position is also used to derive
the rotor speed via an observer. The rotor angular position is obtained with a high-speed rotary
magnetic encoder (RM22S from RLS®). In order to protect the sensed position signal from the
switching interference caused by the three-phase inverter, the sensed signal is transmitted via a
digital signal to the controller.
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4.4.3.1 Sensor mounting

A magnetic actuator which is placed on the tip of the rotor is sensed via a separate Hall-effect
sensor inside an encoder IC (AM512BD01). The encoder IC is inside a housing which is not in
contact with, but in close proximity to the magnetic actuator as shown in figure 4.6.

Figure 4.6: Non-contact, angular position sensor [6].

4.4.3.2 Communication to controller

The measured signal from the encoder is read out digitally using a serial synchronous interface
(SSI). The SSI consists of a clock and data line. A rising edge of the clock signal instructs the
encoder IC to present the next bit of the measured signal on the data line, which can be read
after a minimum specified delay has passed after the clock’s rising edge. After the complete
value (9-bits) has been read by the controller, a period has to elapse before the next measured
byte is latched into the SSI shift register.

The dSPACE® controller does not have native support for the SSI protocol and would require
excessive resources if it is to be implemented on a digital I/O card of the controller. Hence, a
PIC® microcontroller from Microchip® is used to read the rotational position value using the
SSI protocol, after which it is transmitted via RS485 to the DS4201-S card (which has RS485
support). The majority of the distance that the signal has to be transmitted is via RS485, which
is more noise immune than the SSI protocol, because the data signal is transmitted differentially
on two data lines. Balanced common-mode noise is rejected by the difference amplifier inside
the RS485 driver IC on the receiver side.

Figure 4.7, shows the functional diagram of the circuit interfacing the position sensor to the
controller. The microcontroller requires a voltage supply of 5 V. The SSI converter schematic
and microcontroller source code is included in appendix C.22. The downsampling also depicted
in the figure is discussed in section 4.5.2.
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Figure 4.7: Functional diagram of position sensor interfaced with controller.

4.4.3.3 Offset zeroing

The zero position of the encoder is not necessarily aligned with the zero position as defined by the
controller’s reference frame. Hence, the offset of the encoder should be measured and subtracted
from the measured value, in order to obtain a value which can be used by the transformations
in the control.

The encoder is zeroed by measuring the encoder offset when the rotor is aligned with its defined
zero position. The rotor is aligned with its defined zero position, by exciting the three-phase
winding with a DC voltage vector of small amplitude which excites the phase-a magnetic axis.
The rotor d-axis aligns with this stator magnetic axis, which is chosen as the origin of the
angular position. The encoder output corresponding to this alignment is stored in the controller
memory and is used to zero the encoder signal. The zeroing value should be tested by advancing
the DC voltage vector to other known values. The resulting rotor position should correspond
to the voltage vector angle. It may happen that the direction of the angular increase for the
voltage vector and position sensor may be opposite, in which case the measured angular position
polarity should be reversed by multiplying it with −1 and repeating the previous offset zeroing
procedure.

4.5 EMI

4.5.1 Shielding and filtering

Figure 4.8, depicts one leg of the three-phase inverter. The line connecting the phase output
of the inverter to the load has a parasitic capacitance to ground. The switching of the inverter
causes high dv

dt in the phase output, which results in a current flowing in the parasitic capacitance.
Ideally, the sum of the three-phase currents should be zero, since all of the current leaving one
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phase output is returned via the other two phases. In the actual system the sum of the three-
phase currents, measured directly at the output of the inverter is not zero, because some of the
output current, has a return path via the parasitic capacitance, known as the common-mode
current.

+
-

icm = Cp 

dva

dt

C p

G 1

G 2

V dc

i ai a + i cm

v a

Figure 4.8: Common mode current due to parasitic capacitance.

The common-mode current has a return path which covers a large area from where it is emitted,
due to fringing of the electric field. Common-mode current also returns along sensor conductors
and measurement circuitry. Figure 4.9, shows a hypothetical difference amplifier, usually present
in the signal conditioning circuitry preceding an analogue-to-digital converter. If the signal lines
carry an unequal common-mode current, i.e. icm1 6= icm2, then the common-mode signal will be
converted into a differential-mode voltage, vdm, which is amplified by the gain of the difference
amplifier. Also, even if the common-mode current is balanced, but the input impedance in
each of the difference amplifier lines are not balanced over the frequency range of interest,
then a differential-mode voltage also results. The conversion of common-mode current into a
differential-mode voltage represents unwanted interference in the desired output signal: vo =

G (v1 − v2) +Gvdm. Placing a cross-capacitor between the two inputs of a difference amplifier,
before the common-mode current has been converted into a differential-mode signal, helps to
balance the common-mode current in the two inputs.

The interference caused by the common-mode current has to be minimized by shielding the cable
carrying the high dv

dt and/or to filter the inverter three-phase output with an LC filter, in order
to have uncorrupted sensor signals for use in the control and to be electromagnetic interference
(EMI) compliant. The shield has to be grounded with a low impedance path as close as possible
to the noise source.

The common-mode current due to parasitic capacitance represents one source of interference;
another source of interference is that due to parasitic mutual inductance. Parasitic mutual
inductance causes coupling of the differential-mode and common-mode signals to sensor cables
in close proximity. The mutual inductance carrying differential-mode signals should be reduced
by minimizing the loop area of the cable. Without shielding, the common-mode current has a
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Figure 4.9: Conversion of common mode to differential mode signals.

large return path, covering a large area. If this area is thought of as a loop, then a potentially
significant mutual inductance exist between the path of the common-mode current and all other
signal carrying cables. The shield of the cable connecting the inverter and PMSM restricts
parasitic capacitance to sensor cabling. It also helps to reduce mutual inductance between the
common-mode current and the sensor cabling, which would have induced common-mode current
in the sensor cable, even if the sensor cable is shielded.

Electromagnetic interference resulting from parasitic capacitance and mutual inductance repre-
sents conducted EMI. The second part of the EMI dichotomy is that due to radiated electroma-
gnetic interference, which becomes important especially in communication equipment.

With the preceding introduction in mind, appendix C.24, contains photos with descriptions of the
measures taken in order to counteract EMI in the PMSM drive. Reducing EMI is quite complex
and deals with unseen/parasitic components, of which the surface has only been scratched in
this section. The electromagnetic interference had to be addressed in this project in order to
have a useful drive for control experiments. EMI standards and compliance certification11 as
such is still to be addressed.

4.5.2 Synchronized sampling of sensor signals

Example gate signals for the top switches of the three-phase inverter is shown in figure 4.10,
along with a PWM clock signal used in the generation of the gating signals. Each transition
of a gate signal causes a common-mode current transient response in the parasitic capacitance
as explained in the previous section. The common-mode current during this transient pervades
through the measurement circuitry. If the signals required for motor control are sampled by the
ADCs during such a switching transient, the noise component of the measured signals would be
considerably increased.

11For EMI compliance, the common and differential-mode noise is measured at the line input of the rectifier
using a circuit known as a Line Impedance Stabilization Network (LISN). The measured common and differential-
mode noise spectrum has to be lower than a specified amount according to the standard used (dependent on
region).
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Figure 4.10: IGBT gate and synchronization clock.

The sampled signals’ S/N ratio is greatly improved by synchronizing the ADC sampling circuitry
with the clock of the generated PWM signals, so that signals are sampled during periods which
are far from a switching transient. Ideally, the signals should be sampled just before a switch
transition, which allows the most amount of time for the transients of a previous switch transition
to have decayed. This is however impractical, because there are multiple phases and a variable
delay would be introduced into the control loop.

The PWM generator board (DS5101) used for generation of the inverter gating signals has a clock
output which is synchronized with the gating signals. The synchronized sampling is performed
by connecting the PWM clock output to the ADC board’s trigger inputs. The DS2004 ADC
board converts sampled signals at a high speed and has a high resolution, whilst the DS2003
ADC board can sample more inputs, but its conversion time is much longer. If the DS2003 board
receives an ADC trigger before it has completed conversion of the previously sampled signals, it
discards the current conversion and starts over. This is the case with the current system setup.
In order to solve this problem, the PWM clock is downsampled to the same frequency as that of
the controller. The downsampled PWM clock is used for synchronized sampling of the ADCs.

The downsampling of the PWM clock period is performed without causing a delay between the
optimal triggering instant and the downsampled signal, using a low cost PIC® microcontroller
from Microchip®. This is done by introducing a precise delay in the downsampling, equal to
the number of PWM clock periods (minus the delay caused by program overhead) which needs
to be skipped in order to achieve the required downsample ratio. The clock output of the PWM
generator board serves as an interrupt input for the downsampling operation, thereby preventing
drift in the phase between the PWM clock and the downsampled signal.

Figure 4.7, depicts the functional relationship of the downsampling circuit to the controller and
its power requirements. Source code of the synchronized downsampling is included in appendix
C.23.
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4.6 Computation improvements

The simulation models presented in chapter 3, attempt to represent the mathematics of the
PMSM and controller as closely as possible. For instance, the coordinate transformations are
performed with matrix multiplication. This clarified which transformations are used during the
simulation model construction.

For controller implementation, the control program, which has to execute on the dSPACE®

controller, is compiled from the control model implemented in Simulink®. Hence, the matrix
representation of the transformations used is quite inefficient with respect to controller resources,
since each entry in the matrix represents a trigonometric function call. The transformation and
inverse transformations were also constructed separately.

A much more efficient manner of performing the transformations is possible. This can be achieved
by noting that the phase shifted evaluation of the sine and cosine functions, can be represented
as a linear combination of the aforementioned base functions. Therefore, the entries in the trans-
formation matrix can be obtained with only two trigonometric function calls. The other entries
can be obtained via multiplication and addition. Once the set of entries in the transformation
matrix has been calculated, the same set of entries can be re-used in order to construct the
inverse transformation, with minimal extra computations.

The final optimized models of the two controllers are included in appendix C.25.

4.7 Summary

The developments of this technical oriented chapter can be summarized as follows:

• The requirements of the IGBTs used in the inverter were specified and a selection of the
IGBT modules was made accordingly.

• A thermal analysis of the inverter was performed based on the lumped parameter repre-
sentation of thermal impedance and losses. An overview of the expressions required for the
three-phase inverter switching and conduction loss calculation was presented. The analysis
result predicts that the inverter should be able to drive the PMSM at a rated power of
4 kW.

• It was found that the three-phase rectifier supplying the DC bus required a filter inductor
in order to limit the capacitor ripple current. A filter inductor was designed accordingly.
The losses of the three-phase rectifier for a rated load were also calculated to verify its safe
operation.

• Many aspects regarding protection of the inverter and controller were covered. This inclu-
ded the following:
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– isolation of the three-phase voltage supply so that the controller and drive may safely
share a common ground;

– inrush current limiting in order to prevent large DC bus charging currents and a
dangerous voltage overshoot due to the rectifier filter inductor;

– dead-time selection for the inverter in order to prevent shoot-through;

– calculation of the required inverter snubber capacitance to prevent large voltage over-
shoot on the DC bus terminals of the IGBT modules;

– calculation of the component values required to set the inverter overcurrent detection
of the IGBT driver board;

– voltage clamping of the sensor signals in order to protect the dSPACE® controller.

• Selection of all the sensors used in the drive, their power requirements and interfacing to
the controller was presented.

• The origin of EMI in the drive has been explained and the measures which were taken to
isolate, suppress and/or filter are presented in appendix C.24.

• Modification of the controllers used in the simulation in order to better re-use calculated
variables aimed towards the implementation of the control was discussed.
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Controller results

This chapter serves as validation of the designed controllers on the physical system. The time
domain simulations of the designed controllers in chapter 3 served as verification. Chapter 5,
presents the controller test results of the physical system, using the same control references as
used in the simulations of chapter 3. The measured response of the actual system is compared
to the simulation response. This is done for both the designed controllers. In the context of this
project, this comparison is defined as the validation of the designed controllers.

Where applicable, discrepancies between the simulation and measured response of the controller
are discussed.

After the controller results have been presented, the vector and V/f controllers are evaluated.

The test results presented in this chapter were obtained with short test runs, due to the exces-
sively high friction losses of the tested PMSMs. The PMSM temperatures were also monitored
closely to ensure safe operation.

5.1 PMSM drive protection

Before the vector and V/f controllers are tested, the drive protection is tested in order to assure
it is functional when required. The order in which the different protection mechanisms are
tested follows in a logical sequence: each test relies on the successful operation of the protection
mechanisms in the preceding tests.

5.1.1 Inrush current limiting

Figure 5.1, shows the charging of the DC bus capacitors through the current limiting resistors.
The final jump in the voltage is due to the switching of the contactor, which bypasses the inrush
current limiting resistors. The jump corresponds to a charging of approximately 12% of the total
stored capacitor energy. As can be seen, the DC bus capacitors charge safely, without causing

157



PMSM drive protection

0 10 20 30 40 50 60 70 80 90
0

50

100

150

200

250

300

350

400 X: 90
Y: 359.4

Time (s)

V
dc

: D
C

 b
us

 v
o

lta
g

e 
(V

) X: 71.95
Y: 330.4

X: 72.92
Y: 353.4

Figure 5.1: Charging of DC bus capacitors with inrush current limiting.

a dangerous voltage overshoot or strenuous loading of the source. The switching time of the
contactor (≈ 70 s) exceeds that specified in section 4.3.2.

5.1.2 Inverter current limiting

The inverter overcurrent protection (OCP) is tested by generating a current level which is high
enough in order to activate the Vce saturation monitoring of the IGBT driver board. By reducing
the DC bus capacitance for this test, the energy in a short circuit pulse is limited. Therefore,
even if the current limiting protection should fail to respond to the overcurrent condition, the
IGBT inverter is not harmed by the limited energy.

The circuit used for the overcurrent protection is shown in figure 5.2. The DC bus capacitance
is chosen as CDC = 5µF. The short circuit impedance is limited by an inductor, chosen as
Lsc = 5µH. The DC bus capacitor is charged to 120 V from a laboratory DC voltage source.
Switch S1, is open-circuited after the capacitors are charged. Hence, without accounting leakage
inductance and other losses, the peak inductor current is 120 A. Assuming the over current
protection did not respond, the peak inductor current freewheels through the Schottky diode,
Ds, preventing a negative voltage on the DC bus capacitance.

The DC bus capacitance of the test circuit is constructed by placing 1µF, low ESR and ESL,
polypropylene capacitors (WIMA® MKP4) in parallel. The inductor is designed with the same
T400-26 core used for the rectifier filter designed in section 4.2.4. The same design procedure is
used, with different inductor specifications. Core loss is not a problem, due to the low average
power of the single pulse. The core saturates only after approximately 300 A, due to the low
inductance.
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Figure 5.2: Over current protection test circuit.

During the testing procedure, the DC bus capacitance was increased to 7µF, the load inductance
was lowered to 3.5µH and the DC bus voltage was increased to 125 V. This was done to increase
the short circuit current amplitude in order to trigger the overcurrent protection monitoring. The
relationship of the saturation voltage to collector current is highly dependent on temperature.
The tests were performed with the heatsink at room temperature, which is why the current had
to be higher in order to trigger the saturation voltage monitoring.

The high frequency, large amplitude short circuit current is measured with a Lecroy® AP015

(50 Apk, 50 MHz ) current probe by splitting the current with three parallel conductors. The
splitting conductors are of equal, medium length. The length is not too short in order to
counter a large percentage impedance imbalance in the conductors. The splitting measurement
is calibrated by characterizing the ratio of the current in a parallel branch to the main branch
current, using two current probes. This is performed at a reduced current value (by lowering the
DC bus voltage) which is in range of the current probe used in the main branch. The calibration
of the divided current measurement is performed not for high accuracy but to insure that the
measurement does not have a large error.

Figure 5.3, shows the overcurrent protection responding to an overcurrent condition. At room
temperature, the saturation voltage monitoring detects the overcurrent condition at roughly
140 A. The soft turn-off of the IGBT is visible in the gate-emitter voltage. It appears to use a
multi-step switch-off approach in order to reduce the chance of latchup in comparison to other
turn-off strategies [89]. The gate signals of phase-a were disabled, but not that of phase-b.
Once phase-a had turned off, the current could no longer increase in order to trigger the current
limiting of phase-b. Phase-b did not shut its gate signals down. It appears that an overcurrent
condition has to persist in the other phases, for the drive to be completely shut down by the
driver board overcurrent protection.

If a single phase has shut down due to an overcurrent condition from a phase-to-ground fault,
the motor current in the other two phases will become unbalanced. The magnitude of the
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Figure 5.3: Overcurrent protection measurement.

unbalanced current will be increased, but will not necessarily cause the overcurrent protection
of the driver board to respond. For this reason, the drive control shuts down the drive at a much
lower current value than the IGBT driver board protection, i.e. at a current value of 30 A.

5.1.3 Inverter dead-time

In order to assure the top and bottom switches do not conduct simultaneously when the drive
is used, the dead-time is measured first. Initially, this is performed by measuring the top and
bottom IGBT gate-emitter voltages in an inverter leg, with zero DC bus voltage. When the
dead-time is confirmed, the test is repeated at successively higher voltages. Due to the Miller
capacitance, the IGBT switching transient takes longer at higher DC bus voltages. The gate-
emitter voltage of the top switch is measured with a Lecroy® ADP305 differential voltage probe.

Figure 5.4, shows the final result of the dead-time test for a DC bus voltage of 350 V. The
signals are measured with a Lecroy® WaveRunner 6030A oscilloscope at a sampling rate of
1 GSs−1. Instead of measuring the top IGBT gate signal, the bottom collector-emitter voltage
is shown. The duty cycle is set such that a positive current is sourced by the inverter leg so
that the freewheeling current pulls the collector-emitter voltage low as soon as the top IGBT
switches off. Otherwise the collector-emitter voltage would be pulled to ground only after the
bottom IGBT had switched on, which would drive the charged parasitic capacitance low. Hence,
with this test configuration the top (bottom) switch is clearly off before the bottom (top) switch
turns on, with a delay corresponding to the chosen dead-time of 1µs.

The absent voltage overshoot when the IGBT switches off, is also an indication that the DC bus
voltage is clamped effectively by the DC bus snubber capacitors.
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Figure 5.4: Inverter dead-time protection verification.

5.2 Vector Control

5.2.1 Current control results

The current control step response of the d-axis current is shown in figure 5.5, with a current
reference of 4 A. The d-axis current is stepped instead of the q-axis so that the rotor need not
be locked to perform this test at zero speed.

The response without dead-time compensation has a much longer rise time than without dead-
time compensation. The response with dead-time compensation used the current reference
(instead of the measured current) to estimate the zero-current-crossings. The reason for this is
that the current zero-crossing estimator is only appropriate for relatively slowly varying sinu-
soidal currents. If the measured current is used as input for the dead-time compensation and
is initialized with zero current, such as with the step response, then the dead-time compensa-
tion oscillates around zero, which does not effectively compensate for the dead-time. Thus, the
dead-time causes a decrease in the current control gain for low amplitude current references.

The current control proportional gain used (Kp = 2), is lower than the designed value, in order
to yield a satisfactory response. With the designed gain, the current control exhibited large
overshoot. The settling time is still in the same order as designed, i.e. 600µs. The source of the
apparent steady state error is due to the rotor being not aligned perfectly at 90◦, as assumed in
the dq0 transformation of the captured three-phase current.

The frequency characteristic of the current control is determined by chirping the d-axis current
reference from 0 Hz to 2500 Hz. The current response is captured by the dSPACE® controller.
The same system identification method is used to process the captured data as done for the
speed control observer in section 3.2.2.3. The chirp signal is applied in increments of 200 Hz.

Controller Results 161/201



Vector Control

-3 -2 -1 0 1 2 3
x 10-3

-1

0

1

2

3

4

5

Time (s)

i d : 
d-

ax
is

 c
ur

re
nt

 (
A

)

 

 

with DTC
without DTC

Figure 5.5: Current control step response.

Each frequency sub-range is linearly increased over a period of 20 s. Hence the total bandwidth
is swept over a period of 250 s. The reason for this slowly increasing frequency is twofold. Firstly,
at 2500 Hz, each sine period has only four measured data points. This is still below the Nyquist
rate. Hence, in order to obtain a measured signal with a good enough signal-to-noise ratio (S/N),
the system has to be excited at a specific frequency for an extended period. The second reason
is that if the reference signal frequency increases too rapidly, the phase of the reference signal
may experience a sign reversal. The chirp method is done with the feedback loop closed.

The resulting closed-loop frequency response is as shown in figure 5.6 (compare with figure 3.9).
The open-loop transfer characteristic is computed from the closed-loop transfer characteristic
with:

Go =
Gcl

1−Gcl
(5.1)

The resulting open-loop characteristic is as shown in figure 5.7 (compare with figure 3.8). In
order to obtain the desired cross-over frequency of 1 kHz, the proportional gain had to be lowered
further to Kp = 1.8. The designed integral gain, Ki = 990, was used. The desired phase margin
of 60◦ is obtained. Due to the significant peaking in the gain response, the current control loop
bandwidth is artificially increased to 2.3 kHz. The peaking is also the cause of the decreased
gain margin of 6.65 dB, compared to the gain margin of 15 dB predicted in the design.

The decrease in current control gain due to the dead-time as noted in the current control step
response, has been circumvented by performing the system identification with a chirp signal
with a DC bias of 5 A. The chirp signal amplitude was set to 2 A, which also helped to improve
the S/N of the measured current response in the presence of a current ripple of 0.5 App due to
the PWM switching, as can be observed in figure 5.5.
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Figure 5.6: Bode diagram of closed-loop current control closed-loop transfer characteristic.
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Controller Results 163/201



Vector Control

10-2 100 102 104-50

0

50

M
ag

ni
tu

de
 (

d
B

)

10-2 100 102 104-200

-100

0

P
ha

se
 (

de
g

)

Frequency (Hz)

Increasing gain (and bandwidth) as 
current reference amplitude increases

Figure 5.8: Reduced gain and bandwidth of current control open-loop transfer characteristic,
due to dead-time effect.

The loop gain with a zero current bias, is much smaller and the phase delay much larger, due to
the dead-time effect, as shown in figure 5.8. With dead-time compensation enabled, the chirp
frequency has to be ramped up even slower in order for the zero-current-crossing estimator of the
dead-time compensator to track the measured signal. Thus, although the current control has a
large bandwidth, this bandwidth is applicable only for a small-signal disturbance. For a large-
signal reference, the bandwidth is only usable to the extent that the dead-time compensation
can sufficiently counter the loss in gain. This can be performed by limiting the rate of change of
the reference speed. Therefore, it has been found that the dead-time not only causes unwanted
current harmonics which increase losses, but it also adversely affects the current control stability.

The vector controller can still function without dead-time compensation, because the outer speed
control loop simply generates a larger torque producing current reference in order to compensate
for the decreased current gain due to the dead-time.

5.2.2 Speed control results

5.2.2.1 Speed control ripple

The designed speed controller results displayed a much higher speed ripple than what could be
attributed to the quantization noise in the measured position signal. The cause of this speed
ripple was investigated and it was found that the rotor experienced a variable frictional load.
The result of applying a small, but constant driving torque to the rotor is shown in figure 5.9.
The frictional load occurs at a specific angle. Hence, the speed control will experience a periodic
torque load disturbance. For a certain rotational speed range, the torque disturbance frequency
is within the speed controller bandwidth. For this bandwidth the speed controller tries to
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Figure 5.9: Rotor response to small motoring torque (0.07 Nm).

reject the speed ripple due to the torque disturbance and causes motor current harmonics. The
speed ripple combined with the resulting current harmonics, cause a jitter in the input of the
zero-current-crossing estimator of the dead-time compensator. The resulting lack of dead-time
compensation increases the current harmonics even more.

The current control results of the previous section showed the decreased current control band-
width in the case of non-functioning dead-time compensation. Since the current reference of
the speed controller cannot be properly actuated, the speed controller in turn cannot properly
compensate for the speed ripple due to the torque disturbance. The speed ripple can be re-
jected by the speed controller only at very low rotational speed. The measured speed and
current harmonics, are compared for the designed speed control gain and for a reduced gain
(Kp = 0.5, Ki = 10), as shown in figure 5.10. The test is performed at a rotational speed of
8.3 Hz. The x-axis for the two plots are biased with a small offset, so that the spectral lines for
the two cases are distinguishable. The speed harmonics due to the torque disturbance are only
slightly improved with the high gain speed controller, but with increased current harmonics.

At higher rotational speed, the speed ripple is reduced because the pulsating torque is filtered
by the rotor inertia, resulting in improved current harmonics and dead-time compensation. The
control can reject the effect of the torque disturbance on the current harmonics by considerably
reducing the speed controller gain as shown in figure 5.10. For the low and intermediate speed
range, a reduced speed control gain is a serious option, because the controller is not able to
reject the periodic torque disturbance in any case.

Controller Results 165/201



Vector Control

0 10 20 30 40 50
0

1

2

3

ω
r(f

) 
 (

rp
m

 2  r
m

s)

 

 
High gain
Low gain

0 10 20 30 40 50
0

0.5

1

1.5

2

i q(f
) 

 (
A

 r
m

s
2

)

Frequency (Hz)

 

 
High gain
Low gain

Figure 5.10: Spectral comparison of speed controller results with high (designed) and low gain.

5.2.2.2 Speed control ramp response

The response of the vector controller for the designed gain, to a speed ramp up to 20 krpm with
a 1 N.m torque load step is shown in figure 5.11. The speed error due to the torque load step
compares favourably to that predicted by the simulation (compare with figure 3.42). The mean
value of id is centred on 0 A, which indicates that the current measurement decoupling required
for high-speed, operated as intended.

The main difference in the actual response compared to the simulation is in the current ripple.
The simulation was performed with a PWM carrier frequency of 50 kHz. As explained in section
4.2.3, the implemented switching frequency was 20 kHz. Note how the current ripple increases
as the speed increases. The actual current ripple obtained has been confirmed by repeating the
simulation included in appendix C.10, with a switching frequency of 20 kHz, in order to verify
that the switching frequency is the cause of the difference.

5.2.2.3 Speed control frequency response

The predicted speed control bandwidth for the designed gain is validated by performing system
identification on the speed control loop. This is done by performing a frequency sweep on the
reference speed. The test is performed with the motor operating at 2 krpm, in order for the
motor to operate in a region free of the speed ripple which causes the dead-time compensation
to become ineffective. The rate at which the frequency is swept determines if the dead-time
compensation can track the current zero-crossings. Therefore, the speed control bandwidth
is also only applicable to a small signal disturbance as was the case for the current control
bandwidth.
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Figure 5.11: Speed ramp response of vector control with 1 N.m torque load step.

The frequency transfer characteristic of the closed-loop speed controller with the designed gain
is as shown in figure 5.12. The control bandwidth is larger than designed (compare with figure
3.30). This indicates that the parameters in the implemented observer better matches the
actual system than the assumed transfer function of the observer (which was conservatively
determined by the degradation factor of α = 0.65). Note the presence of a zero in the speed
control loop in the vicinity of 21 Hz. The Bode diagram of the speed controller with reduced
gain (Kp = 0.5, Ki = 10) is shown in figure 5.13.

5.3 V/f Control

5.3.1 Speed control ramp response

The speed control ramp response, with test conditions similar to the ramp response of the vector
controller is as shown in figure 5.14. The stability of the V/f controller is confirmed by the 1 N.m

torque load step. The dq currents are only calculated in order to verify the control response,
but were not used for control.

The control did not perform entirely as desired. A speed error of 330 rpm resulted for the
torque load step, compared to the simulated speed error of 150 rpm. The high efficiency control
loop operated as desired at no-load, but experienced a d-axis current bias after the torque load
step. The bias is similar to the case without measured current decoupling (compare with figure
3.70). This suggests further investigation of the current decoupling method used to compensate
measurement delays.

The startup current of nearly 30 A, is due to an increased boost voltage of 3 V, which was
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Figure 5.12: Bode diagram of closed-loop speed controller with designed gain.
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Figure 5.14: Speed ramp response of V/f control with 1 N.m torque load step.

required for reliable startup under the increased disturbance of the switching current ripple.
Also to provide reliable startup, the boost voltage cut-out frequency was increased from the
designed 25 Hz to 32 Hz.

The theoretically calculated dead-time compensation was used at low speed. Without this term
the V/f controller current was insufficient to start the PMSM. It was found that at higher
speed, the theoretically calculated dead-time compensation caused severe current distortion and
resulted in a destabilizing limit cycle. The limit cycle was caused by the inability of the dead-time
compensator’s zero-current-crossing estimator, to estimate the zero-current-crossings properly
(probably due to the increased disturbance of the current switching ripple). In order to solve
this problem, the dead-time compensation was gradually reduced to only half its theoretical
value at approximately 3 krpm, which was performed similar to the boost voltage enable logic.

The most significant difference in the designed and actual V/f controller was the stabilization
gain required to stabilize the actual system. The compensator gain used was 40. The designed
stabilization gain was ≈ 17. In simulation, the stabilizing perturbation for a gain of 40 overshoots
too much and is unable to stabilize the system. The strong dependence on the rotor inertia for
a chosen stabilizing gain as in equation 3.112, together with the large parametric error index of
the rotor inertia as in table 3.1, suggest that the difference in stabilization gain may be due to
an incorrect rotor inertia used in the design.

5.3.2 Speed control frequency response

The frequency response for the speed control loop of the V/f controller is shown in figure 5.15,
from which a bandwidth of approximately 4 Hz can be observed. Therefore, the vector controller,
even for the reduced speed control gain which yielded satisfactory current harmonics, has a higher
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Figure 5.15: Bode diagram of V/f speed control.

speed control bandwidth. The chirp reference was added to the V/f controller after the speed
reference generator which would have limited the chirp reference bandwidth.

5.4 Control efficiency

A comparison between the two controllers’ efficiency, as a function of rotational speed, is as
shown in figure 5.16. The test is performed by loading the motoring PMSM with 50 % rated load
torque (0.637 N.m) and ramping the speed from 3 krpm to 20 krpm. The efficiency is computed
by calculating the input power as pi = vmdci

m
dc, and the output power as pi = vgdci

g
dc, where

superscripts m and g denote the motor and generator variables, respectively. The efficiency is
calculated as:

η (ωr) =
po (ωr)

pi (ωr)
× 100 %

Since the input and output power is calculated with the DC-link variables, the resulting efficiency
calculation includes the inverter losses.

The relatively low efficiency is due to the high frictional losses. At low speed, the total input
power is dominated by the frictional losses, whilst as the speed increases, the efficiency improves.
This is because the total power increases as the speed increases (P = Teωr) such that the
relatively constant frictional losses allocates less of the total input power. The obtained efficiency
should only be used for comparison in a qualitative sense, because the losses of the high-speed
PMSM in this project are not representative of a typical high-speed motor. What is important
to note is that the V/f control obtains a lower efficiency than the vector controller up to about
4 krpm, 13 % of the rated speed, after which, the two controllers yield essentially the same
efficiency. This is despite the fact that the V/f controller’s high efficiency loop did not operate
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Figure 5.16: Efficiency comparison between vector and V/f control with 50 % rated load torque.

optimally. With further work on the V/f controller the cause of the malfunctioning high efficiency
loop can be resolved and the V/f controller may be assumed to be just as efficient as the vector
controller for speeds greater than 15 % of rated speed.

5.5 Control evaluation

Based on the experience gained from implementing the vector and V/f control and the measure-
ment results obtained, the two controllers are compared. The comparison is done with respect
to the following criteria: efficiency, speed control bandwidth, the difference in implementation
complexity and stability.

From the results of section 5.4, the two controllers’ efficiency is comparable for an operating
speed range above 15 % of rated speed.

The main difference in the two controllers is in the startup characteristic and speed control
bandwidth. Due to the high startup current of the V/f controller, it cannot start with full
load. The load torque characteristic has to be such that the torque load increases as the speed
increases. Even though it has been shown that V/f control can withstand a torque load step, an
actual application faces the mechanical problem of how a constant load should be applied after
startup. Hence, the V/f controller is suited for fan and pump applications.

The vector controller displayed a much higher speed control bandwidth, even for a reduced speed
control gain (approximately 5× less than the designed gain). The vector controller can reliably
startup even with a rated load.

The basic V/f controller requires a less powerful control processor than the vector controller.
With all the extra control loops required to improve the V/f controller performance and in
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order to make its performance more comparable to that of the vector controller, it requires a
processor which is comparable (if not even more powerful) than that required for the vector
controller. In terms of complexity, implementation time and fine-tuning, the V/f controller is
much more difficult and time consuming to implement correctly. Its sensitivity towards the
inverter non-idealities makes it extremely difficult to implement. For example, the standard
dead-time compensation had to be modified so that it is dependent on rotational speed. This
dependency is not predicted by the analytical models of the dead-time effect.

With a position sensor, the vector controller is much easier to understand, which decreases im-
plementation time and fine-tuning. Its control robustness cannot be overemphasized. The vector
controller is much less influenced by the inverter non-idealities, reducing the development time
to obtain a relatively good performing controller. It can operate without dead-time compensa-
tion, in which case the dead-time effect increases motor current harmonics. The current control
loop automatically rejects DC bus voltage disturbances.

For the V/f controller, to obtain comparable DC bus disturbance rejection (especially due to
the ripple caused by the rectifier), a novel current harmonic suppression loop was developed.
Although the fundamental current of the V/f controller cannot be controlled, by representing the
V/f controller in a vector formulation it became apparent that a current control loop, controlling
the non-fundamental current component could be realized.

For those PMSM drive applications, in which the cost of the position sensor is a fraction of the
total cost of the drive, the vector controller is recommended. Low power applications, which are
cost sensitive should carefully consider the V/f controller, since the cost of the position sensor
is not the only factor to be considered. Although not implemented in this dissertation, the
sensorless vector controller, using Hall-effect position sensors at startup, is a good alternative to
V/f control for position sensorless applications.

5.6 Summary

The tests and results presented in this chapter can be summarized as follows:

• The drive protection mechanisms were tested methodically, before operating the drive in
order to test the two controllers safely.

• The step response and frequency characteristic of the vector controller current and speed
loops were presented. In general the vector controller compared favourably compared to
the simulation of the designed controller.

• The modification of the current control loop gain, in order to obtain the chosen cross-over
frequency has also been shown. The decreased current control bandwidth due to the dead-
time has been shown. Future designs should investigate the influence on stability due to
the temporarily decreased bandwidth during a large signal transient.
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• A discrepancy in the vector controller speed control loop has been identified, i.e. the speed
ripple due to the variable frictional load. It is suggested that the speed controller should
make use of gain scheduling: use a lower gain at low speed, so that the motor current
does not become excessively distorted. The designed speed control gain can be used at a
rotational speed greater than approximately 5 krpm.

• With the designed speed control gain, the vector controller had stable operation, with a
small speed error with under a 1 N.m load torque step.

• The step response and frequency characteristic of the V/f controller were presented. The
motor had stable operation and did not lose synchronism even with a 1 N.m load torque
step. The speed error was significantly larger than that predicted by simulation.

• The high efficiency loop of the V/f controller was effective at speeds greater than ap-
proximately 15 %, but did not operate optimally at full load. The implementation of the
high-efficiency loop requires further work.

• Assuming the fault with the high-efficiency loop has been resolved, V/f and vector control
have similar efficiencies, especially at high-speed.

• It was shown that the V/f controller speed control bandwidth is much smaller than the
vector controller’s, even for a vector speed controller with a relatively small gain.

• Given the test results and experience gained during the implementation, the vector and
V/f controllers were compared, which will be useful for selecting a controller given a certain
application.

• Despite the initial complexity of the vector control, its implementation and fine-tuning
required less time than that of the V/f controller. The vector control is more robust than
the V/f control.

• The operational principle of the V/f controller at first is much simpler, but the loops
required to improve its efficiency, disturbance rejection and reliable startup is much more
time consuming. Fine-tuning the control parameters of the V/f controller also took longer,
due to its sensitivity to inverter non-idealities.
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Chapter 6

Conclusion and recommendations

6.1 Conclusions

6.1.1 Vector control

The current and speed control loops of the vector controller were designed analytically. The
design was verified with detail simulations of the controller, inverter and PMSM models. The
measured ramp response and frequency characterization results presented in chapter 5 compared
favourably to that predicted by the simulations in chapter 3.

6.1.2 V/f control

The V/f control fine-tuning was more problematic than for the vector controller due to its
increased sensitivity to parameter variations and disturbances. The main discrepancies between
the designed and actual controller, was the requirement of an increased stabilization gain and
the dead-time compensation which had to gradually decrease as a function of the rotational
speed. After these modifications, the V/f control operated as desired, e.g. it could stabilize even
after a 1 N.m torque load step.

The existence of these discrepancies, between the designed and actual controller, emphasizes
the importance of validation. No design is perfect, because there are always some unaccounted
effects during the design. Hence, validation actually forms part of an iterative design and
implementation process. Verification ensures that the calculations have been performed correctly
given the models representing the actual system. Validation rectifies differences between the
models used during the design and the actual system.

6.1.3 Design methodology

The design process followed, yielded sufficiently functional controllers, although some flaws in
the process existed. For example, the inverter thermal verification which caused a change of the
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chosen switching frequency from 50 kHz to 20 kHz, should have been performed before all of the
motor control simulations were performed for a switching frequency of 50 kHz. The resulting high
current ripple noted in the results combined with the relatively low IGBT junction temperature
at a rated PMSM current of 17 A, suggest that the newly chosen switching frequency is perhaps
a bit too low and cleaner measurement results could have been obtained at a higher switching
frequency. Instead of aiming for an efficient, continuously operable inverter, the focus should
have been smoother measurements due to a smaller current ripple. The results would then be
less ambiguous, e.g. is the current ripple band around iq in figure 5.14, truly due to the switching
ripple or in part due to peaking in the current control loop? IGBTs better suited to the current
range of the application, which has lower switching losses could have been chosen. During the
selection of the IGBTs, there was uncertainty in the intended PMSM operating current and the
IGBT with the higher current rating was chosen.

6.2 Recommendations

This section states recommendations for future work related to theoretical development and
experiments which should be performed to clarify some uncertainties which arose during the
course of this dissertation.

6.2.1 Sensorless vector control

In order to be fair in the comparison between vector and V/f control, sensorless vector control
should also be developed and compared to vector and V/f control.

6.2.2 Unification of V/f and sensorless vector control

The main difference between vector and V/f control is that one uses a position sensor to de-
termine the alignment of the control currents, whilst the other allows the current transients to
largely settle by itself. Sensorless vector control estimates the rotor position with an observer
and uses the estimated rotor angular position in the vector control of the currents.

With the development of the current harmonic suppression loop for the V/f controller, which
damps the non-fundamental currents, the question arose: why not control the fundamental also?
Two elements are required to do so, namely a reference current and estimation of the rotor angle
so that the reference currents may be transformed back to the stationary reference frame. In the
V/f controller, after the high-efficiency loop has settled, the steady state condition is equal to
that of the vector controller. When this condition is satisfied, it should be possible to estimate
the torque angle, δ̂r. If the torque angle can be estimated, then the rotor angle is simply:
θ̂r = θe− δ̂r (see figure 3.48). Given that the V/f controller is still operating and the estimation
in the background, then the dq-axis current can be obtained with the aid of the estimated rotor
angle. From the estimated rotor angle, the speed can be estimated. With the estimated speed,
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ω̂r, and reference speed, ωe, a current reference can be generated, similar to the vector speed
control loop.

After this waving in the air, the reader may wonder: “Why is this important?” The reason is that
the description given is close to what actually occurs in a sensorless vector controller (e.g. [4]).
The motor is started with some open-loop control technique, with an estimator running in the
background. After the state variables have settled, the control is switched over to the sensorless
vector controller. In effect, there are two controllers executing simultaneously in the same
processor. Since the PMSM reaches a unique state vector due to the high-efficiency loop and a
current control loop is already in place (due to current harmonic suppression loop) , then why
not try to add a “correction term” to the inverter angle and slowly inject a fundamental current
component to the current harmonic suppression loop reference? The aim of this recommendation
is so that many of the already existing control components in the V/f control loop can be reused
(more efficient use of the processor), and allowing for a soft transposition (transient free) from
the one control type to the other in a sensorless vector control drive.

6.2.3 Mechanical vibration and bearing losses

The PMSM losses were mainly due to the mechanical friction of the bearings as determined
from the model parameter identification. It is suspected that this is due to misalignment of the
bearings. During initial development, the motors also experienced a rapid increase in vibration
above ≈ 20 krpm, signifying a mechanical resonance of the motor housing. After validation of
the rotor mechanical design up to 30 krpm as presented in [7], it was decided not to operate
the PMSM above 20 krpm, until its source could be identified and resolved. The source of
the mechanical vibration, which excites the resonant structure, may have been caused by the
variable frictional load which caused the observed speed ripple. The variable frictional load was
discussed in section 5.2.2.1.

The control used during the mechanical validation was a rudimentary form of the V/f controller
which was eventually implemented and tested in this dissertation. In particular, the V/f control
used a constant nominal value of the DC bus voltage in order to obtain a duty cycle reference.
Also, a filter inductor between the rectifier and DC bus capacitors had not been added to the
system, resulting in a larger DC bus voltage ripple during the mechanical validation1. The effect
of lacking DC bus voltage disturbance rejection on the control, has been investigated in section
3.4.1.4 (especially refer to figure 3.86). Hence, another possible source of the vibration in the
problematic frequency range has been identified. The sharp increase in the resonant frequency
near 20 krpm was not noticed during testing of the eventual controllers, which both had DC bus
voltage disturbance rejection.

Therefore, it is recommended that the mechanical vibration of the PMSM housing should be
1During the mechanical validation, the DC bus ripple current was not dangerously high, because the PMSMs

were run essentially without a load. Yet the DC bus voltage ripple was relatively high, compared to after the
addition of the filter inductor.
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quantified using accelerometers, with the DC bus voltage disturbance rejection enabled and
disabled, in order to verify if this is indeed the source of the vibration.

Irrespective of the outcome of the proposed test, due to the excessively high frictional losses
of the bearings, which should be apparent to any layperson by a simple turn of the rotor by
hand, it is recommended that the current bearings be replaced with self-aligning bearings. Self-
aligning bearings have very low friction and due to the self-aligning capability, the chances of
increased friction due to improper alignment of the housing end-plate is reduced (sensitivity on
the load torque, given a slight tightening or loosening on an end plate bolt has been observed
during testing). For the rotor diameter, the highest speed self-alignment bearing is 20 krpm. The
functionality of self-alignment requires more space on the outer diameter, which explains the
reduced speed rating for the same inner diameter. Due to a larger outer diameter, another set
of end plates need to be designed. The larger bearings also make it impossible for the placement
of the infrared sensor at the same location. This can be solved by noting that the highest losses
of the current system are the bearings, hence re-orientation of the infrared sensor to sense near
the bearings is a logical alternative.

6.2.4 Drive recommendations

6.2.4.1 Sensor and interface board redesign

The redesign of the sensor and interface boards is recommended. The sensor board should be
redesigned, making use of isolated voltage measurement, since the protection of the dSPACE®

controller warrants top priority due to the cost of the controller.

The RTD sensor output should also be isolated from dSPACE® controller for the same safety
reason. Some of the RTDs are embedded inside the stator winding and failure of the winding
and RTD isolation could result in a disaster. Therefore, it is recommended to provide a separate
interface board, with an isolated supply and isolated output.

Many ground loops exist on the current sensor and interface boards. This is mainly due to
the ground of the different controller cards inside the dSPACE® system sharing a common
ground on the interface board. The true “star point” connection is already made inside the
dSPACE® controller. The erroneous measurements made due to the ground loops could lead
to false conclusions of discovered anomalies in the control. Thus, this is a second reason for the
redesign of the sensor and interface boards from a signal integrity point of view.

6.2.4.2 Brake circuit

The risk of an overvoltage on the DC bus has been addressed by limiting the PMSM deceleration
in the control and also by commanding a drive shutdown in the case of an overvoltage. For future
work, researchers who are unaware of these safety mechanisms may unawares circumvent these
safety mechanisms. Hence, it is recommended to implement a brake circuit to limit the DC bus
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voltage to a threshold voltage. Preferably, the brake circuit control should operate independent
of the PMSM control.

6.2.4.3 Three-phase transformer

The three single-phase transformers used for isolation has a power handling capability which
far exceeds the requirement. Since energy circulates back into the DC bus for this experimental
drive setup, the power requirement of the isolation transformer may be reduced. Hence, it is
recommended to replace the three single-phase transformers, with a single three-phase transfor-
mer with a rating of 3 kVA. If the bearing losses in the system can be solved, a transformer with
an even lower rating may be selected.

6.2.4.4 Influence of PWM switching frequency on total drive losses

The uncertainty regarding the choice of the PWM switching frequency can be clarified by ins-
pecting the influence of the switching frequency on the total drive losses. By increasing the
PWM switching frequency, the inverter losses are increased, but the motor losses are decreased
due to a smaller current ripple.

Suppose a local minimum in the total drive losses as a function of the switching frequency exist.
With the efficiency measurement setup for the efficiency measurement presented in section 5.4,
this hypothesis can be tested empirically.

6.3 Closure

The aim of this project was to implement and evaluate V/f and vector control on high-speed
PMSM drives. The design of the controllers was presented thoroughly. Issues surrounding the
implementation of the control algorithms on the real-time controller and design of the drive power
electronics were also presented. With either controller, the motoring PMSM could be spun up to
20 krpm and could withstand a torque load step of 1 N.m produced by the second PMSM which
is controlled as a generator. The two control strategies were evaluated separately, i.e. tests on
the actual system were performed and compared to the response predicted by simulation. Based
on the control results, the characteristics of the two controllers were contrasted.
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Appendix A

Parameter identification

A.1 PMSM circuit parameters from terminal measurements

Tables A.1 and A.2, lists the line-line circuit parameter measurements made with an RLC 300
measurement unit from digimess®. The measurements were done with an excitation frequency
of 100 Hz, which is in the order of the rated frequency (500 Hz) . The measurements include the
impedance of the cable connecting the inverter to the PMSMs.

Table A.1: Line-Line measurements for PMSM #A.

Line-line RLC measurement Symbols Values
Phase-a left open circuited [Lbc, Rbc] [493µH, 280 mΩ]

Phase-b left open circuited [Lac, Rac] [474µH, 271 mΩ]

Phase-c left open circuited [Lab, Rab] [490µH, 282 mΩ]

Table A.2: Line-Line measurements for PMSM #B.

Line-line RLC measurement Symbols Values
Phase-a left open circuited [Lbc, Rbc] [508µH, 270 mΩ]

Phase-b left open circuited [Lac, Rac] [506µH, 273 mΩ]

Phase-c left open circuited [Lab, Rab] [500µH, 266 mΩ]

Note the difference in impedance balance between PMSM#A and PMSM#B, due to a difference
between the winding procedures for the two PMSMs. For PMSM #A, the windings of each phase
was wound simultaneously, whilst for PMSM #B, the windings of all three phases were wound
successively.

The calculation of the dq PMSM parameters are done as outlined in section 2.2.3.1. The average
of the phase line-line impedances are used in the following calculations. For PMSM #A the
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magnetizing inductance is:

Lm0 =
1

3
×
(

493 + 474 + 490

3

)
× 10−6 H

= 161.9µH

From equation 2.16, the d-axis inductance is:

Ld =
3

2
(Lm0 + Lmp) + Ll

=
3

2
(161.9)

= 242.8µH

where the inductance due to saliency has been assumed negligible, since it is a surface mount
PMSM and the leakage inductance is included with the mean magnetizing inductance, Lm0.
The phase resistance is calculated as:

rs =
1

2
×
(

280 + 271 + 282

3

)
× 10−3 Ω

= 138 mΩ

For PMSM #B, the parameter calculation results are:

Ld = 252.3µH

rs = 138 mΩ

The cable connecting the inverter to the PMSM is about 10 m in length, of which the phase
resistance has been measured as 68 mΩ. This is subtracted from the phase resistance when the
copper losses in the PMSM itself are calculated.

A.2 PMSM mechanical parameters from calculation

From the mechanical design, the rotor’s moment of inertia can be calculated using the equation
for the moment of inertia of a hollow cylinder [90]:

J =
1

2
M
(
r2

2 + r2
1

)
where M is the mass, r2 is the outer radius and r1 is the inner radius of the cylinder. For solid
sections the inner radius equals zero. Since the geometry and materials are not uniform, the
calculation is done over sections of the rotor which are uniform. The inertia of the subsections
is then added to obtain the total inertia. The rotor is subdivided into different sections using
figure [7]. The partitioning of the rotor and the calculation for the moment of inertia is done in a
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Matlab® file in appendix C.2. The moment of inertia is calculated as: J = 0.665× 10−3 kg.m2.

The calculation of the viscous friction loss coefficient, B, is dependent on many varying parame-
ters. To illustrate the elusiveness and complexity of this parameter, one should merely note that
not even an approximation attempt is given in the manufacturer’s data sheet. The calculation
of the viscous friction loss is an advanced topic, best left for mechanical engineers and is thus
beyond the scope of this dissertation.

A.3 Least squares parameter identification of the PMSM

The least squares parameter identification theory is discussed in section A.3. The Matlab®

file which performs the parameter identification is dependent on many helper functions. The
parameter identification, helper functions and sampled data on which the calculation is perfor-
med, are included in appendix C.3. For the least squares parameter identification to function
correctly, two important issues need to be addressed:

• non-causal filtering of the measured data,

• and adequate signal excitation.

Filtering of the signals is important, since the switch mode power amplifier causes a lower signal
to noise ratio of the sampled signals. By rejecting out of band noise the signal to noise ratio is
enhanced. The filtering has to be non-causal, because that is the only way a phase shift due to
the filtering can be undone. It is achieved by taking the average of a filtered signal and a filtered
version of the signal whose time axis has been inverted, i.e.:

ynon−causal(t) =
f(x(t)) + f(x(−t))(t)

2

where the function f denotes the low pass filtering operation. Hence f(x(−t)) denotes the filte-
ring of the “swapped” signal and f(x(−t))(t) denotes that the filtered signal has been “swapped”
back so as to be a function of causal time. The filtered signal f(x(t)) has a negative delay, which
cancels with the positive delay of f(x(−t))(t), resulting in no phase shift.

In order for the numeric differentiation not to cause a phase shift in the signals, the forward and
backward difference equations are combined [91]:

dy

dt
≈ 2

3h
(y (t+ h)− y (t− h))− 1

12h
(y (t+ 2h)− y (t− 2h))

Note that the numeric derivative is only valid for: 2h ≤ t ≤ tmax − 2h.

Adequate signal excitation is an issue, because the PMSM has low inertia which causes the
motor to accelerate with little applied torque. This makes the estimation of the mechanical
parameters, J and B, difficult. The problem is addressed by requiring that the PMSM have

Parameter identification 191/201



Least squares parameter identification of the PMSM

very high acceleration, which in turn requires rapid control of the torque producing current, thus
vector control is required.

The acceleration requirement appears to be problem, because the original purpose of the para-
meter identification was to obtain usable parameters with which the high performance control
could be designed. Firstly, this problem is solved by using approximate values of the requi-
red parameters. Secondly, the problem is not as severe as it may seem, because vector control
with a position sensor is robust against uncertain parameters. Accurate parameter knowledge is
more important in the open loop V/f and sensorless vector control. Thus, using vector control,
reasonably accurate parameters are estimated, with which the V/f control is designed.

Figure A.1 shows the torque producing current and motor speed response for the least squares
parameter identification. The data corresponding to the time range [0.1 s, 2 s] is used. During
system development the PMSM was sourced with a current limited DC voltage source. In order
not to use the voltage source in a saturated region, the torque producing current was limited
to 10 A, thus the acceleration could have been higher, e.g. iq = 30 A could easily have been
obtained with the intended three-phase voltage source. The artefact at the beginning of the
rotational speed is due to the numeric differentiation, for which h = 25 ms was used. Note that
the PMSM speed ramp started with the rotor already turning at 500 rpm.
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Figure A.1: PMSM excitation for least squares parameter identification.

The values determined by the least squares parameter identification is presented in table 3.1.
Note that even with the care taken to improve the parameter excitation of the mechanical
parameters, the uncertainty in the mechanical parameters are still much greater than for the
electrical parameters. Also note the considerable difference between the inductance determined
from terminal measurements and that obtained via the least squares parameter identification.
Both measurements are correct for the excitation used. The inductance, from terminal measu-
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rements, was excited with a small current, hence the stator back iron is operating in the initial
permeability region, which has lower permeability. The resistance for the least squares identifi-
cation is higher than that which has been determined by terminal measurement. Again, this is
explained by nothing that the resistance is dependent on the winding temperature, which in turn
is dependent on the copper loss. The least squares parameter identification excitation current
was greater, therefore greater copper loss. The increase in winding resistance as a function of
excitation current magnitude was not as great a for the phase inductance.

Hence, the electrical parameters as determined by the least squares method are more applicable
to the PMSM operating conditions. For the mechanical parameters, the calculated rotor inertia
is more accurate, whilst the viscous and coulomb friction forces could only be obtained by the
least squares method.
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Appendix B

Detail mechanical drawings

The detail assembly drawings, from the mechanical design by C.J.G. Ranft [7], are shown in
figures B.1 and B.2.

B.1 Detail rotor assembly

B.2 Detail stator assembly
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Detail stator assembly
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Detail stator assembly
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Appendix C

Files on CD

[C.1] Simplifications of the dq0 transformation
Path: CD Root:\dq0 Transformation\Symbolic_dq_transformation.wxm

[C.2] Moment of inertia calculation
Path: CD Root:\Parameter Identification\Moment of Inertia Calculation.m

[C.3] Least squares parameter identification
Path: CD Root:\Parameter Identification\Least Squares\LS_Param_Ident.m

[C.4] Current control design
Path: CD Root:\Vector Control\Current_Control_Design.m

[C.5] Current control simulation
Path: CD Root:\Vector Control\Vector_Current_Control_Design.mdl

[C.6] Speed from position via numerical differentiation
Path: CD Root\Position to speed\Backward_difference.mdl

[C.7] Speed from position via speed observer

(a) Path: CD Root\Position to speed\Speed_observer_design.m

(b) Path: CD Root\Position to speed\Speed_observer.mdl

[C.8] Speed from position via modified speed observer

(a) Path: CD Root\Position to speed\Speed_observer_design_mod.m

(b) Path: CD Root\Position to speed\Speed_observer_mod.mdl

(c) Path: CD Root\Position to speed\Speed_observer_ident.m

[C.9] Speed control design
Path: CD Root:\Vector Control\Speed_Control_Design.m
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[C.10] Speed control simulation
Path: CD Root:\Vector Control\Vector_Speed_Control_Design.mdl

[C.11] PMSM model linearization
Path: CD Root:\V_f Control\Linearized_DQ_PMSM_w_high_eff_equilibrium.wxm

[C.12] V/f control root locus without stabilization feedback
Path: CD Root:\V_f Control\PMSM_root_loci_wo_FB.m

[C.13] V/f control root locus with stabilization feedback
Path: CD Root:\V_f Control\PMSM_root_loci_w_FB.m

[C.14] V/f control simulation
Path: CD Root:\V_f Control\V_f_Control_Design.mdl

[C.15] DC bus disturbance rejection

(a) Rectifier simulation model verification
Path: CD Root:\Inverter non-ideality\DC_bus_ripple_ver.mdl

(b) Vector control with DC bus disturbance rejection
Path: CD Root:\Inverter non-ideality\Vector_Control_w_Vdc_dist.mdl

(c) V/f control with DC bus disturbance rejection
Path: CD Root:\Inverter non-ideality\V_f_Control_w_Vdc_dist.mdl

[C.16] Dead-time compensation

(a) Dead-time average value model verification
Path: CD Root:\Inverter non-ideality\Dead_time_average_value_ver.mdl

(b) Vector control with dead-time compensation
Path: CD Root:\Inverter non-ideality\Vector_Control_w_DTC.mdl

(c) V/f control with dead-time compensation
Path: CD Root:\Inverter non-ideality\V_f_Control_w_DTC.mdl

[C.17] Quantization noise suppression

(a) Vector control with quantization noise suppression
Path: CD Root:\Inverter non-ideality\Vector_Control_w_quant_sup.mdl

(b) V/f control with quantization noise suppression
Path: CD Root:\Inverter non-ideality\V_f_Control_w_quant_sup.mdl

[C.18] Inverter thermal verification

(a) Calculation of inverter losses and device junction temperatures
Path: CD Root:\Inverter thermal verification\Thermal_ver.m
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(b) Device V-I characteristic linearization and module thermal impedance parameters
Path: CD Root:\Inverter thermal verification\SKM50GB063D.pdf

(c) Heatsink thermal impedance parameters
Path: CD Root:\Inverter thermal verification\P_3_PS503012.pdf

[C.19] Rectifier design

(a) Filter inductor, DC bus capacitor and diode bridge calculations
Path: CD Root:\Rectifier Design\Rectifier Design.m

(b) Rectifier with LC filter simulation
Path: CD Root:\Rectifier Design\Three_Phase_Rectifier_LC.asc

[C.20] Driver board overcurrent detection calculations
Path: CD_Root\Inverter current limit\DriverBoard_protection.m

[C.21] Sensor and interface board schematics
Path: CD_Root\Sensor and Interface Board\

[C.22] SSI to RS485 conversion circuit schematic and source code
Path: CD_Root\Angular magnetic encoder\

[C.23] Synchronized downsampling source code
Path: CD_Root\Synchronized downsampler\

[C.24] Photos showing EMI reduction measures
Path: CD_Root\EMI photos\

[C.25] dSPACE® control models and ControlDesk® user interface project files of the V/f and
vector controllers
Path: CD_Root\dSPACE controller source code files\
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