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Abstract 
Information security has become a complex human-driven science. There is widespread recognition of 

the fact that technology on its own no longer offers complete solutions to the information security 

problem and that the human aspect of information security is the most important determinant of 

information security success. Despite this acknowledgement and the large number of research projects 

that deals with the human aspects of information security, there are still no absolute solutions for what 

may seem to be very basic information security behaviour problems. The so-called privacy paradox or 

knowing-doing gap is a good example of a problem that remains something of a mystery. This type of 

problem refers to users with a high level of security awareness but who are easily persuaded to reveal 

confidential information (e.g. passwords) when asked for it. It therefore appears that the information 

security behaviour problem requires the use and implementation of new models, approaches and 

techniques to manage and understand information security risks and behaviour. 

 

In this study that was conducted at a large, multi-billion dollar utility company with more than 3500 

IT users and over 2 million customers, a number of human information security aspects were 

investigated. These studies have culminated into a recommendation that risk homeostasis as a theory 

should be considered as a factor in information security, both as an explanatory and a prediction 

framework for information security behaviour. An initial study had been performed to develop a 

framework to identify key dimensions in good corporate governance in order to ensure that 

appropriate objectives are identified and focused on. Practical social engineering (phishing) exercises 

were then conducted to indicate that information security behaviour often suffers from the privacy 

paradox. In an effort to understand this paradoxical information security behaviour, a trust survey was 

conducted and results were explained in terms of the practical phishing experiments. In addition, 

perceptual differences among users, information technology staff and management were analysed as 

another explanatory variable. Finally, these different research studies have led to a theoretical 

consideration of risk homeostasis as a theory that should be considered to explain and predict 

information security behaviour. This final study also deals with possible problems that may be 

associated with the risk homeostasis model (e.g. security fatigue) and suggests new approaches (e.g. 

the slower is faster effect and the automaticity of social behaviour assumption) as ways to deal with 

them. 

 

The results of the various research activities have led to a number of contributions. The study opens 

up the prospect of theorising on risk homeostasis as a framework in information security behaviour 

that can be used to explain and predict information security behaviour, especially the contradictory 

behaviour of the privacy paradox. A value-focused approach has been developed to determine 

distinctive and unique security dimensions and objectives. It has been shown how practical security 
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incidents can create opportunities for organisational learning and, at the same time, empirical 

evidence has been provided to show the serious challenges that are presented by the privacy paradox. 

A trust survey confirms the important role that trust plays in information security problems such as 

the privacy paradox. An investigation into perceptual differences between different groups of people 

indicated that information security congruence is a prerequisite for a successful information security 

environment; this has led to a proposed new model for a safe and secure information environment. 

Finally, the results have contributed to the development of a better and more successful information 

security framework in the company under study. 

 

Keywords: Risk homeostasis; information security awareness; information security behaviour; 

privacy paradox; value-focused approach; social engineering; organisational learning; trust; 

perceptual differences. 
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Chapter 1 

Contextualisation and problem statement 
If you think technology can solve your security problems, then you don’t understand the problems and you don’t 
understand technology. (Bruce Schneier) 
 

1.1 Introduction 

Chapter 1 serves as an introduction and guides the reader into the research project by presenting and 

explaining the following: 

- Background and contextualisation 

- Problem statement 

- Research aims and objectives 

- Research paradigm, design and methodology 

- Thesis layout and structure 

- Contribution of the study 

 

The thesis is submitted in article format; therefore, each article in the subsequent chapters has their own 

references as part of the article. At the end of Chapter 1, a reference section for literature sources that 

have been used specifically in this chapter will thus be presented. 

 

1.2 Background and contextualisation 

Information security has become a complex human-driven science. Although technology plays a 

significant role in protecting information and information-related assets, it is very often the human 

aspect of information security that determines the success of information security campaigns. It is 

widely acknowledged that information security has become a function of human aspects such as 

knowledge, attitude and behaviour; this is a well-researched topic (Frangopoulos et al., 2014; Furnell 

and Clark, 2012; Parsons et al., 2010; Safa et al., 2016). 

 

In an effort to address human behaviour in information security, some researchers argue that the solution 

lies in the existence and quality of an information security policy (Bulgurcu et al., 2010; Ifinedo, 2014; 

Sommestad et al., 2014). An area that is closely related to information security policies and the 

compliance of such policies is information security awareness. Studies on information security 

awareness often concentrate on how to raise information security awareness (Alnatheer, 2015; Da 

Veiga, 2015), how to measure these levels (Chandrashekar et al., 2015; Keser and Gulduren, 2015), and 

how to monitor and manage the security awareness levels (Rantos et al., 2012; Spandonidis, 2015).  

 

Studies that deal with information security awareness and policies often lead to more research projects 

that focus on security culture. There exist a significant number of studies in this area, including research 
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on information security culture definitions (Alhogail and Mirza, 2014); information security culture 

frameworks (Alhogail, 2015); the information security culture assessment process (Da Veiga and 

Martins, 2015); and critical success factors for an information security culture (Alnatheer, 2015). 

 

Another trend in information security research is that researchers and decision makers tend to use 

psychological, sociological and other models from the social sciences in an effort to gain more insight 

into the intricacies of human information security behaviour (Crossler et al., 2013; Enrici et al., 2010; 

Tsohou et al., 2015). There are a number of these theories that are regularly applied in the context of 

information security. According to Lebek et al. (2013), the primary behavioural theories (based on the 

number of publications) are the theory of reasoned action (TRA), the theory of planned behaviour 

(TPB), the general deterrence theory (GDT) and protection motivation theory (PMT). The TRA and 

TPB frameworks concentrate on a user’s behavioural intention and are often combined with other 

theories to explain aspects of information security awareness (Gundu and Flowerday, 2013) or 

information security policy compliance (Bulgurcu et al., 2010; Ifinedo, 2012; Siponen et al., 2007). The 

GDT and PMT theories are based on fear and fear-arousing communication and are also regularly 

applied in information security behaviour studies (Crossler, 2010; D’Arcy et al., 2008; Herath and Rao, 

2009a; Jansen, 2015). Another theory that falls within the category of psychological models is the risk 

homeostasis framework, which is a behavioural adaptation theory that was introduced by Wilde (1994). 

According to this theory, people will accept a certain level of risk until the situation changes, for 

example by introducing new or additional safety measures. People will then change their behaviour to 

compensate for a change in risk levels. There is, surprisingly, little in literature on risk homeostasis in 

the context of information security. Pattinson and Anderson (2004) performed a short and introductory 

study on this, whereas Stewart (2004) also refers to risk homeostasis in his recommendations on how 

to treat risk. Other researchers mention risk homeostasis only briefly as a possible theory to explain 

information security behaviour (Albrechtsen and Hovden, 2009; Parsons et al., 2010). It appears that 

the features offered by the risk homeostasis model, as well as the similarities it bears to other regularly 

studied psychological models, do offer new and additional opportunities to information security 

researchers and decision makers to understand and manage risky and paradoxical behaviour of 

information technology users. It is also clear that this approach has not been explored sufficiently by 

information security specialists. 

 

There are a myriad of other human factors that are also studied regularly in the context of information 

security, either on their own or combined with other theories and factors. One of the prominent human 

factors is trust. Jensen (2015) states that trust may be considered as a soft security property that interacts 

with other perceptual, attitudinal and behavioural factors. Trust therefore seems to be a key element in 

information security behaviour and examples of studies pertaining to trust can be found in Shaik and 

Sasikumar (2015) and Sicari et al. (2015). Closely related to the behavioural theories that have been 
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mentioned earlier are factors such as fear (Bada and Sasse, 2014) and penalties (Herath and Rao, 2009b). 

Parsons et al. (2010) performed a study on the human factors in information security and listed a number 

of factors that may influence a user’s perception of risk, for example the availability heuristic, optimism 

bias and omission bias. The role of these and other cognitive biases has also been studied by other 

researchers (Tsohou et al., 2015). 

 

Based on the introductory comments above, it is clear that the different theories, models and factors 

pertaining to the human aspects of information security receive a lot of attention and are well researched. 

However, despite these comprehensive efforts, there still exists a concept such as the “privacy paradox” 

(Kokolakis, 2015) or the “knowing-doing gap” (Cox, 2012). This concept refers to users with a high 

level of security awareness and appropriately sufficient information security knowledge, but who are 

easily persuaded to reveal confidential information (e.g. passwords) when asked for it. It may take only 

one incident of social engineering to prove the privacy paradox. The latter brings social engineering 

(and specifically phishing) to the forefront as another security risk that is directly linked to human 

information security behaviour. Although it is a real threat that can cause serious damage, it has also 

become an opportunity for training and raising of security awareness levels. The use of practical tests 

has become popular as an effective way in making users aware of the dangers of phishing and social 

engineering. Examples of such practical phishing experiments can be found in Dodge et al. (2007), 

Hasle et al. (2005), Jagatic et al. (2007) and Steyn et al. (2007). Practical phishing tests should, however, 

not be limited to a mere count of users who were caught, but should rather be aimed at understanding 

behaviour and creating a climate for learning. Albrechtsen (2003) contends that these types of security 

incidents and experiments present great opportunities to learn and improve information security. 

 

Whilst this study is concerned with the human aspect of information security, it is noteworthy that 

technology may also play a role in human behaviour. The cost of acquiring new technology and the 

ease with which technological solutions can be used are examples of how technology may impact on 

information security behaviour. New technology brings new challenges and one of the concepts that are 

of particular interest to information security is disruptive technology. This refers to new ways of doing 

things that disrupt or overturn traditional business methods and practices (Business Dictionary, 2015). 

An example is the internet in the age of post office mail – this clearly implies new security threats that 

require different security behaviours. Gartner (2015) confirms the importance of disruptive technology 

and lists risk-based security and self-protection as a new information technology reality that emerges 

as part of the top 10 strategic technology trends for 2015. 

 

Given the above introductory background and contextualisation, this study was designed to investigate 

a number of security aspects; it eventually culminated, though, in a recommendation that risk 

homeostasis as a theory should be considered as a factor in information security, both as an explanatory 
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and as a prediction framework for information security behaviour. The specific issues that were 

addressed and investigated will be detailed in the problem statement section (Section 1.3), but in 

summary, the study included the following: An initial study had been performed to develop a framework 

to identify key dimensions in good corporate governance in order to ensure that appropriate objectives 

are identified and focused on. Practical social engineering exercises were then conducted to indicate 

that information security behaviour often suffers from the privacy paradox. In an effort to understand 

this paradoxical information security behaviour, a trust survey was conducted and results were 

explained in terms of the practical phishing experiments. In addition, perceptual differences among 

users, information technology staff and management were analysed as another explanatory variable; 

this resulted in a proposed safe and secure information security model. Finally, these different research 

studies have led to a theoretical consideration of risk homeostasis as a theory that should be considered 

to explain and predict information security behaviour. This final study also deals with possible problems 

that may be associated with the risk homeostasis model (e.g. security fatigue) and suggests new 

approaches (e.g. the slower is faster effect and the automaticity of social behaviour assumption) as ways 

to deal with them. All empirical work was carried out at a large, geographically dispersed utility 

company (detailed in Section 1.5). The ensuing sections will formalise the contextualisation that are 

presented here into a problem statement and research objectives.    

 

1.3 The problem statement 

Information security is a function of technology and human aspects. Despite numerous technical 

advances in the field of information technology, human behaviour remains the principle determinant of 

information security. Safa et al. (2016) emphasise that modern-day organisations should take the human 

aspects of information security into consideration if they want to mitigate the risk of security incidents. 

Guidelines offered by them include information security knowledge sharing; collaboration; conscious 

care behaviour; and complying with information security policies. The human aspect of information 

security has been widely acknowledged and there are a significant number of studies that call for a more 

holistic approach to information security (Soomro et al., 2016) or studies that attempt to provide new 

directions and guidelines for behavioural information security research (Crossler et al., 2013). With this 

in mind, together with the motivating contextualisation in Section 1.2, this study aims to investigate 

various human aspects of information security in an effort to provide new insights into the challenges 

of problems such as the privacy paradox. 

 

1.3.1 The research question 

This study is guided by the following primary research question: 

Is the understudied risk homeostasis theory (in the context of information security) a factor that can 

explain the paradoxical information security behaviour of users? 



5 
 

According to Pattinson and Anderson (2004), risk homeostasis is a management theory and the essence 

of information security is to manage risk. However, apart from the short paper by these authors, there 

is very little in literature on risk homeostasis in the context of information security. 

 

1.3.2 The research sub-questions 

The primary research question in Section 1.3.1 is supported by four additional research sub-questions. 

These sub-questions were formulated to facilitate the research activities that ultimately led to the 

achievement of the study’s objectives. 

 

The four sub-questions are as follows: 

 

(i) What are the appropriate dimensions of good corporate governance? 

A framework is needed in order to ensure that the correct and appropriate high-level objectives 

from a risk perspective are identified and to confirm that information security is indeed one of 

the fundamental areas of good corporate governance. This sub-question provides the foundation 

for the research in the problem domain. 

(ii) Can practical social engineering experiments be used as an indication of human behaviour and 

at the same time initiate an organisational learning process? 

This sub-question is intended to show that despite the comprehensive security awareness 

efforts, there still exist significant (and perhaps serious) challenges in the information security 

area, for example the privacy paradox. Furthermore, to ensure that specific security incidents 

do not become a once-off event, the research sub-question also suggests that organisations 

could make use of various organisational learning models to enhance the awareness and 

educational value of such practical experiments. 

(iii) Does human trust play a role in the privacy paradox? 

One of the salient aspects of information security that is linked to humans is trust. The purpose 

of sub-question three is to consider the influence of human trust in practical social engineering 

exercises in order to determine whether or not it plays a role in the privacy paradox. 

(iv) Are perceptual differences significant in information security behaviour? 

The last sub-question provides an opportunity to further explain and understand the 

contradictory behaviour of people. By analysing the risk perceptions of different groups of 

people, it becomes possible to suggest a safe and secure information model that is based on 

information security congruence between groups of people. 

 

Each of the four research sub-questions contributes to the realisation of the primary research question 

on risk homeostasis as a factor in information security. Figure 1.1 depicts the relationship between the 

sub-questions and the way in which this relationship applies to the overall research objective. 
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Figure 1.1: High-level relationship between the primary research problem and sub-problems 

 

1.4 Research aims and objectives 

The research questions that have been formulated in Section 1.3 can be translated into the following 

formal objectives of the study: 

 

The primary objective is to research the link between risk homeostasis and aspects of information 

security and information security behaviour. To achieve the primary objective, the following secondary 

objectives will be addressed: 

- The construction of an appropriate framework that can be used to identify unique dimensions of 

good corporate governance 

- A demonstration of how a security incident (social engineering) can create opportunities for 

organisational learning 

- An investigation into the role of trust as a possible explanatory variable in the privacy paradox 



7 
 

- A study of the influence of perceptual differences in contradictory information security behaviours 

 

1.5 Research paradigm and methodology  

According to Collis and Hussey (2014), a “research paradigm is a framework that guides how research 

should be conducted based on people’s philosophy and their assumptions about the world and the nature 

of knowledge”. Accordingly, Section 1.5 maps out the plan or framework that was used to construct the 

proposed solutions to the primary and secondary research objectives. 

 

The metaphor of the research onion (Saunders et al., 2003) is used to illustrate how the core of the 

research was considered in relation to the different research design elements (the layers of the research 

onion). Saunders’s research onion was adapted and used in the form suggested by Durandt (2015). A 

graphical depiction of this adapted form is shown in Figure 1.2. 

 
Figure 1.2: The research onion (Durandt, 2015) 

 

The subsequent sub-sections will describe each layer briefly as it applies to this study. 

 

1.5.1 Exploratory research 

The purpose of the inquiry into the research design of this study is characterised by exploration. 

Exploratory research is the most useful in problems that address a subject where there is a significant 

level of uncertainty, in other words, where there is very little existing research on the subject matter 

(Van Wyk, nd). According to Van Wyk, typical questions asked in exploratory studies are, “What are 

the critical success factors of ...?”, “What are the distinguishing features of ...?” and “What are the 
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reasons for ....?” As the very outer layer of the research onion, exploratory research is therefore 

appropriate for the topic studied in this research project, as there is very limited research on the subject 

matter (namely risk homeostasis in the context of information security). Furthermore, the research sub-

questions (Section 1.3.2) were designed to answer exploratory questions such as “What are the factors, 

the reasons and the features in the privacy paradox and how does the risk homeostasis theory relate to 

it?” 

 

1.5.2 Research philosophy 

This study adopted a combination of the positivist philosophy and the interpretivist philosophy. 

Positivism maintains that the world is ordered and can be studied objectively (Oates, 2006). It is 

generally associated with empirical knowledge and data collection methods may include surveys, 

experiments and numerical methods. In contrast to this, interpretivist research is characterised by the 

existence of multiple realities (Oates, 2006) and focuses on exploring subjective and often ambiguous 

facts surrounding human actions and understanding. The research questions in this study require 

empirical knowledge that has been obtained from respondents, as well as the interpretation of qualitative 

data from interviews. There is also a strong pragmatic approach that allows for a combination of 

qualitative and quantitative methods (Teddlie and Tashakkori, 2003).   

 

1.5.3 Research approach 

Although there are elements of a deductive approach in this study, the primary approach leans towards 

a more inductive approach. Saunders et al. (2003) state that an inductive approach is where one would 

collect data and develop a theory as a result of the data analysis. In addition, they argue that the inductive 

approach would be particularly concerned with the context in which events are taking place and that a 

study of a small sample of subjects might be more appropriate. 

 

Owing to the presence of both deductive and inductive elements, a mixed-methods research design was 

implemented. A mixed-method approach is explained by Creswell (2003) as one in which the researcher 

tends to base knowledge claims on pragmatic grounds. It employs strategies of inquiry that involve the 

collection of data, either simultaneously or sequentially, to best understand research problems. The data 

collection also involves the gathering of both numeric information and text information, in other words, 

both quantitative and qualitative information. 

 

1.5.4 Research strategies 

The research strategies employed in this study utilise a number of different approaches and techniques. 

A case study approach was followed, as empirical work was carried out at a large utility company. 

Saunders et al. (2003) state that the case study approach has considerable ability to generate answers to 

the questions, “Why?”, “What?” and “How?” Other strategies include practical experiments (e.g. to 
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investigate social engineering) as well as surveys (e.g. to gauge trust levels and to determine perceptual 

differences). Conferences and expert debate also form a significant part of the research strategies. Some 

of the concepts and related work have been presented since 2005 (see Table 1.1, Section 1.5.6), whereas 

some of the work has also been published prior to the start of the formal study (see Table 1.1, Section 

1.5.6). During the formal study, research results were also presented at conferences and published in 

journals (see Table 1.1, Section 1.5.6). All these research outlets present excellent opportunities to 

perform exploratory research by means of international reviewer comments and personal networking 

events. Expert debate was a very useful strategy, as literature on the primary objective (namely risk 

homeostasis in information security) was not readily available. Apart from feedback received from 

reviewers and other networking opportunities, there were also ongoing informal discussions with 

business colleagues and formal discussions with respondents and management in the company under 

study. 

 

1.5.5 Time horizon 

The empirical work performed in this study may be regarded as a cross-sectional (short-term) study. 

During the practical social engineering experiments, the trust survey and the perceptual differences 

survey, an information snapshot was taken – this information represented a cross-sectional set of 

information. However, the experiments were performed over a period of time; for example, a first social 

engineering experiment was followed-up after a couple of months to determine whether there was a 

change in behaviour or not. In an effort to explain the observed security behaviour, a trust survey was 

conducted and later on followed by a perceptual differences survey. Taking this into account, the 

information could also be described as longitudinal (i.e., research over a longer period of time). 

 

The topic of security awareness and behaviour had been studied since 2005. These studies formed the 

basis and preparation for the formal study that commenced in 2013. To put the amount of work into 

context, some of the more significant research results prior to the formal study are also given here (Table 

1.1).   

The timeline of the study can be summarised as follows: 

Pre-preparatory studies Purpose Output results 

2005-2012 Application of an information 
security awareness measuring tool 
in a mining environment 

Kruger, HA and Kearney, WD. 
Measuring information security 
awareness: A West Africa gold 
mining environment case study. 
Information Security South Africa 
(ISSA) conference. (2005). 
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Further demonstration of the 
model to measure information 
security awareness levels 

Kearney, WD and Kruger HA. The 
development and application of a 
model to measure information 
security awareness. In Proceedings 
of the CACS2005 Oceania 
Conference. ISBN: 1-86308-124-
0. Perth, Western Australia. 
(2005). 

Development of a general 
framework that can be used for 
measuring security awareness 
levels 

Kruger, HA and Kearney, WD. A 
prototype for assessing 
information security awareness. 
Computers & Security, 25:289-
296. (2006). 

Identification of the most 
important areas to include in an 
information security awareness 
programme 

Kruger, HA and Kearney, WD. 
Consensus ranking – an ICT 
security awareness case study, 
Computers & Security, 27:254-
259. (2008). 

Use of a value-focused approach to 
develop a framework for good 
corporate governance 

Kruger, HA and Kearney, WD. 
Effective corporate governance – a 
case study using a value-focused 
approach,  In Proceedings of the 
21st Conference of the South 
African Institute for Management 
Scientists (SAIMS). (2009). 

Formal research project Purpose Output results 

2013 A value-focused approach to 
identify unique dimensions to be 
evaluated in good corporate 
governance 

Kearney, WD and Kruger, HA. A 
framework for good corporate 
governance and organisational 
learning – an empirical study. 
International Journal of Cyber-
Security and Digital Forensics, 
2(1):36-47. (2013). (Chapter 3) 

2013 Showing how a security incident 
(social engineering) can create 
opportunities for organisational 
learning 

Kearney, WD and Kruger, HA. 
Phishing and organisational 
learning. LJ Janczewski, HB 
Wolfe and S Shenoi (Eds.): 
Security and Privacy Protection in 
Information Processing Systems, 
SEC2013, IFIP AICT 405, 
(Springer), pp. 379-390.  (Chapter 
4) 

2014 Investigation of the role of trust in 
security breaches 

Kearney, WD and Kruger, HA. 
Considering the influence of 
human trust in practical social 
engineering exercises. Information 
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Security South Africa (ISSA) 
conference. (2014). (Chapter 5) 

2015-2016 Investigation of perceptual 
differences as an explanatory 
variable in information security 
behaviour and proposition of a safe 
and secure information security 
model 

Kearney, WD and Kruger, HA. 
Can perceptual differences account 
for enigmatic information security 
behaviour in an organisation? 
Computers & Security, 61:46-58. 
(2016). (Chapter 6) 

2015-2016 Putting risk homeostasis in 
perspective in the context of 
information security behaviour and 
creating an opportunity to theorise 
and provide new insights to 
strategic security decision makers 

Kearney, WD and Kruger, HA.  
Theorising on risk homeostasis in 
the context of information security 
behaviour. Information and 
Computer Security (Accepted 
2016).  (Chapter 7) 

Table 1.1: Timeline of the study 

 

1.5.6 Data collection and data analysis 

The final layer of the research onion is concerned with the practicalities of data collection and data 

analysis. A number of data sets were generated during the study. These data sets include qualitative 

data to construct the framework for good corporate governance; quantitative data for the two social 

engineering exercises; and a mix of quantitative and qualitative data pertaining to the trust and 

perceptual differences surveys. The final research output on risk homeostasis in the context of 

information security was based on literature sources and the data generated from the other experiments 

and surveys. It should be noted again that each research question was reported in a peer-reviewed paper 

and that the data collection and data analysis for each one of them were detailed in the respective papers 

(Chapters 3-7 in the dissertation). This section will therefore only present a high-level summary of the 

data collection and analysis activities. 

 

The study was conducted at a large, multi-billion dollar entity with more than 3 500 IT users and 

supplying essential services to over 2 million customers. To put the size of the company further into 

perspective, it is noteworthy to mention that during the last financial year, it had over 750 million AU$ 

in capital works and over 850 million AU$ in direct operating expenditure. With regard to its external 

IT presence, the company recorded 1.4 million visitors to its website and answers over 800 000 

telephone calls from customers annually. The company was selected for the following reasons: 

- It is a large company. 

- The company makes use of state-of-the-art technology. 

- The workforce is relatively well educated. 
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- The company maintains an excellent information security awareness and training programme for 

all employees. 

- Top management supports and has bought into the research project. 

- The organisation already has an ongoing program of internal control testing including phishing 

exercises and penetration attacks.  

 

Participants in the research activities were users and employees of the company under study. Sample 

sizes for the different tests and surveys were determined in the following way: 

- The corporate governance study: Seven senior staff members (ranging from managers to directors) 

were interviewed. This sample size was determined by a “saturation point”, which is a standard 

stopping rule for qualitative research. Glaser and Strauss (1967) use the term “theoretical 

saturation”, which means that no additional data are found by the researcher for a specific category 

in a study. It is, of course, true that one would never know whether the next interviewee would be 

able to provide new information or not (which is also true in the case of questionnaires). Statistically 

speaking, it might also be argued that the sample size is not sufficient. It was, however, decided to 

keep to the generally accepted qualitative procedure, utilising the saturation-point stopping rule. 

The nature of the project in which a value-focused analysis was performed does not require many 

responses from many different respondents. 

- The two social engineering tests: All employees received a phishing email message. In this case, 

the tests were not performed on a sample but rather on the complete population. 

- The trust survey: A sample size of 40 users was selected, based on recommendations and input from 

management. This sample size was also large enough to comply with the saturation-point stopping 

rule. 

- The perceptual differences survey: A sample size of 60 people was chosen. This group was divided 

into three separate groups of 20 each, representing management, IT staff and users. The decision to 

involve 60 participants was motivated by similar studies in literature, all using less than 60 

participants (see Chapter 6); this was also in line with management recommendations. 

 

Data collection for the different tests and surveys were carried out as follows: 

- The corporate governance study: Interviews were conducted by using four broad and open questions 

that have been suggested by Keeney (1994). These questions were specifically developed by 

Keeney for studies using the value-focused thinking technique. The four questions are the following 

(details are in Chapter 3): 

i. What would you regard as important aspects in good corporate governance? 

ii. What would you do or implement to ensure that the application of corporate governance 

principles is effective? 
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iii. What are your current concerns regarding effective application of corporate governance 

principles? 

iv. If you have to evaluate the effectiveness of the application of corporate governance 

principles, how would you do it and how would you know that it is acceptable? 

- The two social engineering tests: A phishing email was used. Users were requested to click on a 

link that would take them to a webpage; here they were asked for their user identification and 

password. (See Appendixes A and B for the complete email messages.) 

- The trust survey: A questionnaire, consisting of 20 questions that are based on management input 

and certain literature sources, was used (Appendix C). To ensure an appropriate response and to 

comply with the requirements of a saturation-point stopping rule, the questionnaires were 

completed on an interview basis. An additional advantage of this approach was that the questions 

could be explained to respondents; in doing it this way, it could be ensured that all respondents 

understood the questions in the same manner. 

- The perceptual differences survey: A questionnaire that contains 11 questions was completed on an 

interview basis (Appendix D). The interview protocol that was used is shown in Figure 1.3 below. 

Interview protocol 

The high-level interview framework that was used during interviews with participants is summarised as 
follows: 

1. Explain to the participant that he/she was selected to take part in a research project on information 
security and that the selection was influenced by senior management. However, the only influence by 
senior management was the guidance of a stratification process and their selection was based on 
random selection from an organisational chart. 

2. Explain the goal of the research, namely to gauge perceptions on information security that may 
ultimately help to explain the privacy paradox. Furthermore, explain that the purpose of the research 
project is also to evaluate perceptions of respondents to determine whether or not a form of digital 
divide exists at the organisation. The project forms part of a broader project that investigates possible 
theories that can be used to explain why social engineering experiments have such levels of success. 

3. Explain that the interview will last approximately 30 minutes and consists of a questionnaire 
containing 11 questions. There are no right or wrong answers and participants may ask for 
explanations/clarifications at any time. 

4. Explain that participation is voluntary and that all responses will be held in strict confidentiality. No 
reference will be made to any person and results will only be reviewed by the researchers. The persons 
may also exclude themselves at any time without being penalised. 

5. Obtain explicit and informed consent from the participant. Ensure that the consent form is signed. 
6. Go through and complete the questionnaire, explaining or answering any questions that the participant 

may have. 
7. Express your thankfulness to and appreciation for the respondent and emphasise that without his/her 

contribution, the research project cannot be successful. Ensure that the respondent understands that 
his/her responses will help guide the development of a better and more successful information security 
framework for the organisation. 

Figure 1.3: Interview protocol 

Data analysis in some of the research activities was based on a mere count of responses. The qualitative 

data obtained through interviews in the corporate governance exercise were analysed according to the 

general technique that is suggested for a value-focused thinking process, that is, to determine means 

and fundamental objectives (Keeney, 1994). (This technique is detailed in Chapter 3.) Where it was 
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deemed necessary, appropriate statistical techniques were used in the analysis. Such techniques include 

basic one-way analysis of variance (ANOVA) tests and the use of effect sizes to determine differences 

in responses. (The effect size metric is explained in Chapter 7.) 

 

1.6 Ethical considerations 

Ethical clearance and top management approval were obtained from the company under study. This 

was achieved by conducting personal meetings with the CEO, CFO and IT Manager where the purpose, 

actual steps and possible outcomes of all the tests and surveys were explained. Written consent was 

given by the CEO (Appendix E). Participation in the study was optional and completely voluntary. All 

participants signed the measuring instruments used to give their informed consent (example of consent 

form is included in Appendix D). In addition, the research project was committed to ensure adherence 

to the following ethical considerations, listed by Allam (2014): 

- Ensure that all individuals, entities and reputations included in the research project were assured of 

privacy and anonymity. 

- Ensure the accuracy of all primary data to the highest level of reasonable assurance. 

- Ensure that proper recognition was accorded to the original author or owner of all external 

contributions. 

- Ensure that any unanticipated ethical considerations outside of the above were properly evaluated 

and fairly resolved before their inclusion. 

 

1.7 Thesis outline and structure 

This thesis is structured and presented in article format as approved by the North-West University 

(Potchefstroom Campus) – see also the Preface on page ii. The outline of the thesis is as follows: 

 

Chapter 1: Contextualisation and problem statement 

Chapter 1 presents the overarching purpose of the research project, including the problem statement. 

The chapter introduces the background and contextualisation of the study as well as the research aims 

and objectives, and the research paradigm and methodology. Ethical considerations are highlighted and 

attention is paid to the contribution of the study. 

 

Chapter 2: Literature synopsis 

Normally, a thesis that is presented in article form has an additional literature review chapter if literature 

sources for the different articles are not sufficient. In this thesis, comprehensive literature references are 

provided for each article as well as for Chapter 1. An additional literature review is therefore deemed 

unnecessary. This chapter presents a high-level summary of literature sources per article and per 

chapter. 
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Chapter 3 (Paper 1): A framework for good corporate governance and organisational learning – 

an empirical study 

This chapter is presented in the form of a manuscript that has been published in the International Journal 

of Cyber-Security and Digital Forensics. The guidelines of this journal are presented in Appendix F. 

 

Chapter 4 (Paper 2): Phishing and organisational learning 

Chapter 4 is presented in the form of a manuscript that has been published in Security and Privacy 

Protection in Information Processing Systems, SEC2013, IFIP, AICT405 (Springer). Author guidelines 

are presented in Appendix G. 

 

Chapter 5 (Paper 3): Considering the influence of human trust in practical social engineering 

This chapter is presented in the form of a manuscript that has been published in Proceedings of the 

Information Security for South Africa (ISSA), 2014. Author guidelines are presented in Appendix H. 

 

Chapter 6 (Paper 4): Can perceptual differences account for enigmatic information security 

behaviour in an organisation? 

Chapter 6 is presented in the form of a manuscript that has been published in Computers and Security. 

The guidelines of the journal are presented in Appendix I. 

 

Chapter 7 (Paper 5): Theorising on risk homeostasis in the context of information security 

behaviour 

Chapter 7 is presented in the form of a manuscript that has been accepted for publication by the journal 

Information and Computer Security. The guidelines of the journal are presented in Appendix J. 

 

Chapter 8: Conclusion 

The final chapter of the thesis presents a synopsis of the study and shows how the research objectives 

were achieved. Limitations of the study and recommendations for further research are also highlighted. 

 

It should be noted that references in Chapters 3-7 are presented according to the requirements of the 

specific author guidelines of the journals in which the papers were published. 

 

1.8 Contribution of the study 

There are multiple unique contributions of this study. 

 

The main and overall contribution is that the study opens up the prospect to theorise on risk homeostasis 

as a framework in information security behaviour and information security culture that can be used as 

a model to explain and predict information security behaviour – especially the contradictory behaviour 
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of the privacy paradox. Nowhere in the literature could any studies be found that discuss risk 

homeostasis in the context of information security behaviour in the same detail as in this research 

project. New approaches that have not yet been fully explored in the context of information security 

were suggested in conjunction with the risk homeostasis model, namely to address the security fatigue 

problem; sociological approaches such as the slower is faster (SIF) effect and the automaticity of social 

behaviour principle were suggested. At a more practical level, the results on risk homeostasis in this 

study offer decision makers and security specialists valuable information and new insights that could 

be advantageous in a strategic security planning process. 

 

Other contributions include the following: 

- The use of a value-focused approach to determine distinctive security dimensions and objectives 

provides a unique framework to practitioners to determine fundamental objectives and how to 

achieve them. 

- It was shown how a practical security incident (phishing) can create an opportunity for 

organisational learning in order to improve the educational value of a practical security test. In 

addition, the practical social engineering test revealed information that was not generally known 

within the organisation. Empirical evidence was provided to show the serious challenges presented 

by the privacy paradox phenomenon, regardless of the apparently high levels of security awareness. 

- A unique trust survey confirms that human trust, although not the sole determinant, does play a role 

in the privacy paradox. 

- A specially focused investigation into perceptual differences between different groups of people 

proved to be a prerequisite for a successful information security environment. This investigation 

has led to a new proposed model for a safe and secure information security environment that is 

based on information security congruence between people. 

- The company under study (where the practical tests and surveys were conducted) benefits from the 

new knowledge that was generated during the research project. The results therefore contribute and 

help in guiding the development of a better and more successful information security framework 

for the organisation. 

 

1.9 Chapter conclusion 

Chapter 1 provided an overview of the research project. The problem was contextualised and a problem 

statement, research objectives, and research paradigm and methodology were presented. This was 

followed by some ethical considerations as well as the thesis layout and structure. The chapter was 

concluded with an explanation of the contributions of the study. 
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Chapter 2 

Literature synopsis 
 

2.1 Introduction 

A thesis that is presented in article format normally contains a chapter on a literature survey pertaining 

to the topic of the study. This is a requirement if the literature review for each of the papers (presented 

as chapters) is insufficient. In this research project, a focused and appropriate literature review and 

analysis were provided with each paper; in addition, the contextualisation (Chapter 1) was also based 

on a comprehensive literature research. These literature resources for Chapter 1 and each of the 

respective papers (Chapters 3-7) are presented in the form of a bibliography as part of the specific 

chapter. The objective of Chapter 2 is therefore to present only a high-level summary of literature 

resources used for the various topics in the research project. 

 

2.2 The literature synopsis 

A summary of key literature references per topic in the different chapters are presented in Table 2.1. 

Please note that these are just examples of the literature used and that the full bibliographies are 

available at the end of each chapter. 

 

Chapter Main areas in the chapter Examples of key references 

Chapter 1: Contextualisation and 
background 
(Chapter 1 has a bibliography of 
61 literature resources.) 

Human aspects of information 
security 

Frangopoulos, E.D., Eloff, M.M. and 
Venter, L.M. 2014. Human aspects of 
information insurance: A 
questionnaire-based quantitative 
approach to assessment. Proceedings 
of the 8th International Symposium on 
Human Aspects of Information 
Security & Assurance (HAISA 2014). 
Safa, N.S., Von Solms, R. and Fitcher, 
L. 2016. Human aspects of information 
security in organisations. Computer 
Fraud & Security, 15-18. 

Information security policies Ifinedo, P. 2014. Information systems 
security policy compliance: An 
empirical study of the effects of 
socialisation, influence and cognition. 
Information and Management, 51:69-
79. 
Sommestad, T., Hallberg, J., 
Lundholm, K. and Bengtsson, J. 2014. 
Variables influencing information 
security policy compliance: A 
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systematic review of quantitative 
studies. Information Management and 
Computer Security, 22(1):42-75. 

Security awareness and culture Alhogail, A. and Mirza, A. 2014. 
Information security culture: A 
definition and literature review. World 
Congress on Computer Applications 
and Information Systems (WCCAIS). 
DOI: 
10.1109/WCCAIS.2014.6916579. 
Da Veiga, A. 2015. An information 
security training and awareness 
approach (ISTAAP) to instil an 
information security-positive culture. 
Proceedings of the Ninth International 
Symposium on Human Aspects of 
Information Security and Assurance 
(HAISA 2015). 
Spandonidis, B. 2015. Linking 
information security awareness to 
information security management 
strategy: A study in an IT company. 
Masters Degree. Linnaeus University, 
Sweden. 

Psychological and sociological 
models 

Crossler, R.E., Johnston, A.C., Lowry, 
P.B., Hu, Q., Warkentin, M. and 
Baskerville, R. 2013. Future directions 
for behavioral information security 
research. Computers and Security, 
32:90-101. 
Lebek, B., Uffen, J., Breitner, M.H., 
Neumann, M. and Hohler, B. 2013. 
Employees’ information security 
awareness and behavior: A literature 
review. The 46th Hawai International 
Conference on System Sciences. DOI: 
10.1109/HICSS.2013.192. 
Tsohou, A., Karyda M. and Kokolakis, 
S. 2015. Analyzing the role of 
cognitive and cultural biases in the 
internalization of information security 
policies: Recommendations for 
information security awareness 
programs. Computers and Security, 
52:128-141. 

Privacy paradox Cox, J.A. 2012. Information systems 
user security: A structured model of 
the knowing-doing gap. Computers in 
Human Behavior, 28:1849-1858. 
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Kokolakis, S. 2015. Privacy attitudes 
and privacy behavior: A review of 
current research on the privacy 
paradox phenomenon. Computers and 
Security, In Press. 

Research paradigm and 
methodology 

Saunders, M., Lewis, P. and Thornhill, 
A. 2003. Research methods for 
business students. 3rd edition. Prentice 
Hall.  

Chapter 3: A framework for good 
corporate governance and 
organisational learning – an 
empirical study 
(Chapter 3 has a bibliography of 
30 literature resources.) 

Value-focused approach Keeney, R.L. 1994. Creativity in 
decision-making with value-focused 
thinking. Sloan Management Review 
Summer, 33-41. 

Corporate governance Australian Securities Exchange (ASX). 
2007. Corporate Governance 
Principles and Recommendations. 2nd 
edition. ASX Corporate Governance 
Council. 
AS8015-2005. 2008. Australian 
Standard for Corporate Governance of 
Information and Communication 
Technology (ICT). Available at 
http://www.ramin.com.au/it_ 

governance/as8015.html 

Chapter 4: Phishing and 
organisational learning 
(Chapter 4 has a bibliography of 
24 literature resources.) 

Phishing Jagatic, T.N., Johnson, N.A., 
Jakobsson, M. and Menezer, F. 2007. 
Social phishing. Communications of 
the ACM, 50(10):94-100. 
Jansson, K. and Von Solms, R. 2011. 
Phishing for phishing awareness. 
Behaviour & Information Technology. 
DOI: 
10.1080/0144929X.2011.632650. 
Kumaraguru, P., Cranshaw, J., 
Acquisti, A., Cranor, L., Hong, J., 
Blair, M.A. and Pham, T. 2009. School 
of Phish: A real-world evaluation of 
anti-phishing training. Proceedings of 
the 5th Symposium on Usable Privacy 
and Security (SOUPS). 

Organisational learning Argyris, C. and Schon, D. 1996. 
Organisational Learning II: Theory, 
method and practice. Prentice Hall. 
Buckler, B. 1998. Steps towards a 
learning organisation: Applying 
academic knowledge to improvement 
and innovation in business processes. 
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The Learning Organisation, 5(1):15-
23. 
Kennedy, E. 2008. A critical 
evaluation of the organisational 
learning that takes place in a project 
management environment. 
Unpublished M-dissertation, North-
West University. 
Van Niekerk, J. and Von Solms, R. 
2004. Proceedings of the 3rd 
International Information Security for 
South Africa Conference (ISSA 2004). 

Chapter 5: Considering the 
influence of human trust in 
practical social engineering 
exercises 
(Chapter 5 has a bibliography of 
29 literature resources.) 

Trust Bose, R., Luo, X. and Liu, Y. 2013. The 
roles of security and trust: Comparing 
cloud computing and banking. 
Procedia – Social and Behavioral 
Sciences, 73:30-34. 
Kim, C., Tao, W., Shin, N. and Kim, K. 
2010. An empirical study of 
customers’ perceptions of security and 
trust in e-payment systems. Electronic 
Commerce Research and 
Applications, 9:84-95. 
McCole, P., Ramsey, E. and Williams, 
J. 2010. Trust considerations on 
attitudes towards online purchasing: 
The moderating effect of privacy and 
security concerns. Journal of Business 
Research, 63:1018-1024. 

Chapter 6: Can perceptual 
differences account for enigmatic 
information security behaviour in 
an organisation? 
(Chapter 6 has a bibliography of 
47 literature resources.) 

Perceptual differences Akcam, B.K., Hekim, H. and Guler, A. 
2015. Exploring business student 
perception of information and 
technology. Procedia – Social and 
Behavioral Sciences, 195:182-191. 
Albrechtsen, E. and Hovden, J. 2009. 
The information security digital divide 
between information security 
managers and users. Computers and 
Security, 28:476-490. 
Posey, C., Roberts, T.L., Lowry, P.B. 
and Hightower, R.T. 2014. Bridging 
the divide: A qualitative comparison of 
information security thought patterns 
between information security 
professionals and ordinary 
organizational insiders. Information 
and Management, 51:551-567. 
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Evaluation of results Cohen, J. 1988. Statistical power 
analysis for behavioural sciences. 2nd 
edition. Hillsdale, NJ: Erlbaum. 
Ellis, S.M. and Steyn, H.S. 2003. 
Practical significance (effect sizes) 
versus or in combination with 
statistical significance (p-values). 
Management Dynamics, 12(4):51-52. 

Chapter 7: Theorising on risk 
homeostasis in the context of 
information security behaviour 
(Chapter 7 has a bibliography of 
53 literature resources.) 

Risk homeostasis Wilde, G.J.S. 1994. Target risk. PDE 
Publications, Toronto, Canada. 
Wilde, G.J.S. 1998. Risk homeostasis: 
An overview. Injury Prevention, 4:89-
91. 
Wilde, G.J.S. 2001. Target Risk 2. 
PDE Publications, Toronto, Canada. 

Risk homeostasis in information 
security 

Pattinson, M.R. and Anderson, G. 
2004. Risk homeostasis as a factor of 
information security.  
http://www.igneous.scis.ecu.edu.au.  
Stewart, A. 2004. On risk: Perception 
and direction. Computers and 
Security, 23:362-270. 

Other suggested frameworks used 
with risk homeostasis 

Bargh, J.A., Chen, M. and Burrows, L. 
1996. Automaticity of social behavior: 
Direct effects of trait construct and 
stereotype activation on action. 
Journal of Personality and Social 
Psychology, 71(2):230-244. 
Gershenson, C. and Helbing, D. 2015. 
When slower is faster. Complexity, 
21(2):9-15. 

Table 2.1: Example literature 

2.3 Chapter conclusion 

This chapter presented a high-level summary of examples of literature resources used in the research 

project. Complete bibliographies are provided at the end of each chapter. 
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Chapter 3 

A Framework for Good Corporate Governance and Organisational 

Learning – An Empirical Study 
 

3.1 Introduction 

Chapter 3 is presented in the form of a manuscript that was published in The International Journal of 

Cyber-Security and Digital Forensics. The paper was first presented as a peer reviewed conference 

paper at the 2nd International Conference on Cyber Security, Cyber Peacefare and Digital Forensics 

(CyberSec2013), Asia Pacific University of Technology and Innovation (APU), Kuala Lumpur, 

Malaysia, 4-6 March 2013. The title of the conference paper was Effective corporate governance: 

Combining an ICT security incident and organisational learning. The paper was then selected by the 

conference program committee to be published in the journal mentioned above. The final journal paper 

(presented here as Chapter 3) was an extended version of the original conference paper. 

 

The paper details the use of a value-focussed approach to construct a framework that can be used to 

identify fundamental objectives in a good corporate governance model. Some high-level information 

on a first practical social engineering test is also presented. The paper forms the basis of the study to 

ensure, and confirm, that risk management and information security do indeed form part of the unique 

dimensions of a good corporate governance environment. 

 

Figure 3.1 (on the next page) shows how the chapter is linked to the research objectives and research 

questions. This is then followed by the article as it was published. Guidelines of the journal are presented 

in Appendix F. 
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Figure 3.1 – Chapter 3 as part of the research study 

 

 

 

 Chapter 3 
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Abstract. The importance of applying good governance 
principles has grown over the past decade and many 
studies have been performed to investigate the role and 
impact of such principles. One of the difficulties in the 
governance arena is to provide sufficient empirical 
evidence that good corporate governance and good 
governance of information technology is beneficial. 
This paper describes a framework, based on a value- 
focused approach, which is used to identify unique 
dimensions for evaluation in a large organisation. 
Following the evaluation a practical phishing 
experiment was used to show how a learning process 
can be initiated through security incidents and how 
organisational learning can be used to focus on the 
improvement of specific governance areas. 

 
Keywords: Corporate governance, Governance of 
Information Technology, Value-focused approach, 
Phishing, Social engineering, Security awareness, 
Organisational learning. 

 
1. INTRODUCTION AND BACKGROUND 

It is often stated that information and information 
technology are key assets in many organisations 
and that it is used to drive business processes [1]. 
Information technology has become intrinsic to 
business operations and inadequate systems can 
hinder the performance and competitiveness of 
organisations and expose them to the risk of not 
complying with legislation [2]. It makes therefore 
sense to have proper governance principles in 
place that would apply firstly, to corporate 
governance and, second, to appropriate 
information technology governance principles 
which is a subset of corporate governance. 

Corporate governance has become a topic that has 
been researched increasingly in the last decade [3]. 
Many definitions for corporate governance exist 
but  in  its  simplest  form  it  refers  to  the  set  of 

processes, customs, policies, laws and institutions 
affecting the way a corporation is directed, 
administered or controlled [4]. There are a number 
of standards and frameworks that define, describe 
and recommend the application of good corporate 
governance, all with the same objective of 
directing and controlling organisations to conduct 
business in such a way that it is beneficial to all 
parties involved. A number of common elements 
that underlie good corporate governance can be 
found within these frameworks and standards. 
Examples of such standards are the King III report 
[5], the Guidelines on Corporate Governance 
published by the Organisation for Economic Co- 
operation and Development (OECD) [6] and the 
Corporate Governance Principles and 
Recommendations issued by the Australian 
Securities Exchange (ASX) Corporate Governance 
Council [7]. 

There is a general lack of sufficient empirical 
evidence that good corporate governance pays. 
The core of this problem lies in the question on 
what and how to measure the success or impact of 
applying good corporate governance principles. A 
number of research studies to address these 
questions have been completed and some of the 
studies include the following. Bhagat and Bolton 
[8] performed a comprehensive study to analyse 
the relation between corporate governance and 
performance while Kelton and Yang [9] studied 
the impact of corporate governance on Internet 
financial reporting. Other researchers, who have 
studied the topic, or parts of it, include Plant [10] 
and Abdo and Fischer [11]. 

To address the importance of good corporate 
governance   principles   and   how   it   may   be 
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evaluated, this paper reports on a project that was 
initiated at a large geographically dispersed utility 
to investigate the feasibility of developing a 
framework to identify key dimensions that are 
specific to the company. The technique used to 
identify the dimensions was based on a value- 
focused approach [12] which allows for 
participation from stakeholders and helping to 
align dimensions in accordance with stakeholders’ 
values. As corporate governance for information 
technology forms an integral part of corporate 
governance, it was decided to focus on the 
identification of key dimensions within the 
corporate governance arena which will then also 
cover information technology governance. The 
organisation in question is a large multi-billion 
dollar entity with over 3500 IT users and supply 
essential services to over 2 million customers. 

In an effort to also respond to those dimensions 
that are perceived to be on an inadequate level, 
one of the identified dimensions Risk Management 
was chosen for further analysis. The objective was 
to show how a security incident such as a phishing 
scam may lead to organisational learning and 
ultimately lower some of the risks associated with 
the Risk Management dimension. This evaluation 
phase is important as it is imperative to ensure that 
there are proper security metrics and 
methodologies in place which will eventually lead 
to the achievement of specific security control 
objectives [13]. It is also important to try and 
quantify the measures for information security 
[14]. The choice of the Risk Management 
dimension can further be justified from the 
literature. Tamjidyamcholo and Al-Dabbagh [15] 
argue that the core of information security lies in 
risk management. According to them there is also 
a lack of details in the literature on how to reduce 
risk, especially in instances where uncertainty 
plays a role. 

Van Niekerk and Von Solms [16] stated that 
organisational learning theories deal with the idea 
of how organisations learn and adapting their 
behaviour. One of the definitions for 
organisational learning is formulated as follows. 
Organisational learning occurs when individuals 
within an organisation  experience a problematic 

situation and enquire into it on the organisational 
behalf [17]. The two main types of learning that 
generally occur are called single-loop and double- 
loop learning. Single-loop learning occurs when 
errors are detected and corrected and organisations 
continue with the present status quo without 
modifying present policies and goals while 
double-loop learning challenges, and possibly 
makes changes to the status quo and the existing 
assumptions and conditions [18]. Examples of 
researchers who performed studies related to 
information technology and organisational 
learning include Ahmat et al [19] and Van Niekerk 
and Von Solms [16]. 

In order to create an opportunity for organisational 
learning a practical phishing exercise was 
conducted. The basic idea of phishing is when 
someone attempts to fraudulently acquire sensitive 
information from a victim by impersonating a 
trustworthy entity [20]. The use of practical tests 
seems to be a popular and effective way of making 
people aware of the dangers of phishing. Examples 
of such studies include Dodge et al [21] who 
performed a practical phishing experiment 
involving students from the United States Military 
Academy, Jagatic et al [20] performed a study at 
the Indiana University, Steyn et al [22] conducted 
a practical experiment in South Africa and Hasle 
et al [23] a study in Norway. 

The remainder of this paper is organised as 
follows. Section 2 describes the methodology used 
for the different phases of the exercise while 
Section 3 presents the results. Section 4 concludes 
the paper with some general comments. 

2. METHODOLOGY 

The study comprises of three main steps. First, a 
value-focused approach was followed to identify 
the different dimensions of corporate governance; 
secondly, a survey was conducted to evaluate the 
identified dimensions; and finally, a practical 
phishing exercise was conducted to show how 
organisational learning can take place from 
security incidents which may improve specific 
corporate governance dimensions. 
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2.1 Value-focused Approach 

Value-focused thinking is a three step decision 
technique suggested by Keeney [12]. The 
approach is concerned with what is important and 
how to achieve it [24]. The first step involves in- 
depth interviews with stakeholders with the 
objective of eliciting values that these persons or 
groups of persons might have within the decision 
context. The result is then a list of individual 
wishes or values. In step two, the values are 
converted into a common format which is termed 
an objective. According to Keeney [12] an 
objective is characterised by an object and a 
direction of preference. In the third and last step a 
means-ends network of objectives is established. 
Objectives are first classified as either a 
fundamental or means objective and then 
interrelationships and possible cause-effect 
relationships are generated. To classify an 
objective as a fundamental or means objective, 
Keeney suggested the use of a “why is this 
important” test. Each objective is tested against 
this question and if the answer suggests another 
objective, then it is classified as a means objective. 
Fundamental objectives are essential reasons for 
the problem and are not used to achieve any other 
objectives. The complete process and steps are 
schematically summarised in figure 1. 

 

 
 
 

Figure 1 – Value-focused thinking process 
 

To ensure that meaningful interviews (step 1) are 
conducted and that the wishes, concerns, problems 
and values of stakeholders are identified, a 
discussion document was prepared that was used 
during the interviews. The document contained 
four broad and open questions that was compiled 
according to the techniques for the identification 
of objectives suggested by Keeney. The four 
questions, used as discussion points, were the 
following. 

1. What would you regard as important aspects in 
good corporate governance? 

The purpose of this question was to encourage 
stakeholders to discuss their goals and to 
determine strategic and generic objectives. 
Examples of some of the answers received include 
building trust with partners, risks that are well 
managed, proper structures and systems in place 
etc. 

2. What would you do or implement to ensure that 
the application of corporate governance principles 
is effective? 

The second discussion point assisted mainly with 
the development of a wish list and the 
identification of alternatives. The wish list 
included answers such as proper contracts and 
documentation, monitoring systems, capacity to 
respond to changes etc. 

3. What are your current concerns regarding the 
effective application of good corporate 
governance principles? 

It is often useful to identify shortcomings and 
problems when trying to determine and describe 
objectives. The goal of this discussion point was to 

STEP 3 
Distinguish between means and fundamental 
objectives – using “why is this important” test 
Construct means-ends network in order to 
- show interrelationships among all objectives 
- derive cause-effect relationships and generate 
potential decision opportunities 

STEP 1 
Identify stakeholders (people that will be 
questioned about their values) 
Conduct interviews to produce a list of values 

STEP 2 
Convert values into objectives 
- E.g. a value statement such as “we should be able 
to trust all participants” can be changed into an 
objective such as “Maximise the sharing of ethical 
values” 
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assist with this identification, for example, a 
concern such as “a mismatch between our 
requirements and what our business partners can 
provide” may indicate that appropriate structures 
are essential to ensure that business objectives are 
achieved. 

4. If you have to evaluate the effectiveness of the 
application of corporate governance principles, 
how would you do it and how would you know that 
it is acceptable? 

The aim of this point was to try and quantify 
objectives. Answers ranged from the use of audit 
reports to measuring against contractual 
obligations to monitoring financial indicators. 

Some researchers prefer to make use of 
questionnaires to gather information but in this 
study it was decided to follow a similar interview 
process as the one used by Dhillon and Torkzadeh 
[25] and Sheng, et al [24] who evaluated the 
strategic implications of mobile technology using 
a value-focused approach. Seven senior staff 
members (ranging from managers to directors) 
were interviewed using the four discussion points 
as a basis. This sample size was determined by a 
“saturation point” which is a standard  stopping 
rule for qualitative research. Glaser and Strauss 
[26] used the term “theoretical saturation” which 
means that no additional data is found by the 
researcher for a specific category in a study. It is 
off course true that one would never know if the 
next interviewee would be able to provide new 
information (which is also true in the case of 
questionnaires). Statistically speaking it might also 
be argued that the sample size is not sufficient. It 
was however decided to keep to the generally 
accepted qualitative procedure utilizing the 
saturation point stopping rule. The interviews 
lasted for approximately 30-60 minutes and were 
recorded together with notes taken during the 
interviews. 

2.2 Survey To Evaluate Dimensions 

Following the identification of the different 
dimensions, a survey was conducted to determine 
the level of compliance. A questionnaire, based on 
the different means objectives, was developed to 

obtain respondents’ views. A total of 20 questions 
were formulated in the form of statements that had 
to be evaluated on a scale of 1 to 10. Some of the 
statements were formulated in a subjective manner 
to gauge perceptions while others were more of an 
objective nature to determine whether certain 
matters have been implemented or exist. 

One of the main objectives identified (see section 
3.1 for details) was Risk Management. Figure 2 
presents two example questions in the form of 
statements for this objective. The first question is 
an example of an objective question to determine 
if something has been implemented while the 
second question has a subjective nature intended to 
measure a perception. 

The application of the questionnaire was 
structured in such a way that a number of 
opportunities to benefit from the process were 
possible, for example measuring and reporting in a 
drilled down fashion, the use of importance 
weights, sensitivity analysis etc. Questionnaire 
results were processed in a spreadsheet application 
and output was presented in the form of various 
graphs (see section 3.2) and tables describing the 
different evaluations. 

 

 

2.3 The Phishing Exercise 

The successful implementation of an e-mail 
phishing exercise is dependent on how well certain 
issues, associated with the exercise, are 
considered. In this study general as well as specific 
considerations had to be taken into account. The 
general considerations are concerned with those 
issues that may have an impact on the exercise as a 
whole and include a range of issues such as the 
determination and definition of an objective; 
getting  ethical  clearance  and  top  management 

1. The company has a fully effective 
documented risk register for its 
operations and projects 

2. The company has effectively 
manage risks that may have an 
impact on its objectives and 
operations 

Figure 2 – Example survey questions 
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approval; the timing of the exercise; maintaining 
the privacy of respondents; the selection of a 
random and representative sample of respondents; 
measurements to ensure that no information was 
disclosed prior to the exercise; and, a debriefing 
exercise following the test. 

The specific considerations deal with aspects 
specific to the enterprise where the study was 
conducted. Some of the aspects included no 
reference to any specific IT, security or internal 
audit staff as this may compromise the trust 
between users and staff. Steps also had to be taken 
to ensure that the enterprise’s anti-phishing tools 
and spam filters do not identify the message as 
spam or a phishing scam, and the Service Centre 
had to be provided with a predetermined response 
should there be any queries from users. Provision 
was also made for respondents who reply directly 
to the phishing e-mail. Some of the technical 
considerations include the deletion of duplicate 
records (if a user responds more than once) and 
also a check to see whether the correct usernames 
were supplied (password were requested but not 

recorded). The key issue was the construction of 
an appropriate e-mail message. The message had 
to be concise, credible and at the same time be 
enticing in order for participants to react. 

To ensure that the phishing e-mail message 
complies with all the necessary requirements, it 
was decided to make use of certain emotional 
exploits [27]. The emotional exploits include 
legitimacy (when a user is made to believe that the 
source of the e-mail message is legitimate), 
authority (people tend to comply with instructions 
or requests issued by someone with authority), 
scarcity (when users believe that the time to react 
is limited) and conformity (users who believe that 
other fellow-employees have already reacted to a 
request are inclined to also comply with the 
request). 

Figure 3 shows how the e-mail was constructed 
and the clues provided to alert users that the 
message was likely not to be legitimate. The real 
name of the organisation has been changed in 
figure 3. 

 

 
 

Figure 3 – Phishing e-mail message 
 

The e-mail message (figure 3) was first sent to a 
small group of 10 employees to test whether all 

technical aspects are functioning correctly and also 
to get feedback on possible improvements. After 
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some minor changes were made it was decided to 
go ahead and implement the phishing test. 

The phishing e-mail message was sent to all 
employees at 8:00pm on a weekday night. The 
organisation is a 24-hour operation with activities 
taking place on a continuous basis. This was done 
to ensure that night workers are included in the test 
and also to guarantee that day workers receive the 
message first thing in the morning. As soon as the 
message was sent out, security personnel were 
involved and concern was expressed regarding the 
possibility of an external attack aimed at 
disrupting essential services. Due to this and the 
reaction of senior managers, it was decided at 
8:30am the next morning to remove the phishing 
message and to officially end the test. The reasons 
for withdrawing the phishing e-mail relatively 
early the next morning were firstly, to prevent 
large-scale disruptions and secondly, because 
enough data has been recorded at that stage  to 
draw meaningful conclusions. The data and the 
experience were sufficient and interesting results 
were obtained. 

3. RESULTS 

This section presents the results for the value- 
focused process, the survey to evaluate the 
identified dimensions and the phishing exercise 
used to demonstrate how organisational learning 
can take place to address the Risk Management 
dimension. 

3.1 Results Of The Value-focused Process 

Following the value-focused thinking approach as 
described in section 2.1, a network of objectives 
was constructed which is presented in figure 4 (on 
the next page). On the left hand side (in figure 4) 
are the means objectives that show the concerns, 
wishes and values of interviewees while the right 
hand side shows the fundamental objectives. 

The fundamental and means objectives on which 
the means-ends network is based are listed in 
tables 1 and 2. Table 1 shows the fundamental 
objectives and the factors describing them while 
table 2 shows an extract of the aspects that 
influence some of the means objectives according 

to the interviewees. A detailed description of these 
results can also be found in [28]. 

Table 1 - Fundamental Objectives 
 

 
 
 

Table 2 - Means Objectives 

1. Appropriate Board and Management structures 
are in place 
 An appropriate alliance structure is in place 
 All arrangements are formalized 

2. Maximize the use of appropriate business 
practices and ethics 
 Build trust with partners; have trusted people; 

openness 
3. Maximize performance management 
 Strategic risk 
 Project outcomes must be good 

4. Maximize disclosure and transparency 
 Continuous improvement; standardized 

frameworks 
5. Maximize risk management 
 Robust risk management principles 

6. Appropriate legal, regulatory and social 
environment exists 
 Regular reviews 
 Policies and procedures to manage compliance 

1. Maximize understanding of roles, right and 
obligations 
 Protect the interest of the organization; define 

what needs to be achieved 
 Roles and responsibilities must be understood 

2. The most appropriate structure is used to 
achieve objectives 
 Number of parties involved should be 

appropriate; appropriate resources 
 Structure must be accepted and operates well; 

value for money 
. 
. 

18. Maximize use of appropriate policies and 
procedures to manage compliance 
 Systems and frameworks in place; monitoring 

– internally e.g. internal audit department 
 Measure against objectives 

19. Maximize internal audit process 
 Internal mechanisms such as quality control, 

compliance verification etc. 
 Formal internal audit department exists; 

regular audit reports 
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Figure 4 – Means-ends objectives for corporate governance 
 
 

An analysis of the different means and 
fundamental objectives resulted in the six different 
dimensions as indicated in table 1 and figure 4. 
These six dimensions are: 

– Appropriate board and management 
structures; 

– Maximize the use of appropriate business 
practices and ethics; 

– Maximize performance management; 

– Maximize disclosure and transparency; 
– Maximize risk management; and 
– Appropriate  legal,  regulatory  and  social 

environment exist. 

To verify whether the six fundamental objectives 
(or dimensions) identified are in line with 
generally accepted corporate governance 
principles, it was decided to compare them to two 
sets of published principles namely the Corporate 

Appropriate 
Board & 
Management 
structures 

Maximize use of 
appropriate 
business 
practices & 
ethics 

Maximize 
Performance 
Management 

Maximize 
Disclosure & 
Transparency 

Maximize Risk 
Management 

Appropriate 
Legal, 
Regulatory & 
Social 
Environment 
exist 

Understanding 
roles, rights, 
obligations 

Alliance is most 
appropriate 

Arrangements 
are formalized 

Program to 
review 
ethical 
values 

All share 
same values 

All understand 
Code of Conduct 

Robust 
Financial 
Procedures Deviations from 

agreements addressed 

Meetings constituted 
& follow-up All problem 

areas addressed 

All act in 
best interest No items suppressed 

Manage risk 
effectively 

Risk register 
exist 

Risk management structure 
& reporting in place 

Register – 
Laws & Rules 

Staff aware of 
obligations 

Audit process 
in place 

Policies & 
Procedures 
- managed 
compliance 
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Governance Principles and Recommendations 
issued by the Australian Securities Exchange 
(ASX) Corporate Governance Council [7], and the 
AS8015-2005: Australian Standard for Corporate 
Governance of Information and Communication 
Technology [29]. 

The ASX Corporate Governance Council listed 
eight corporate governance principles as being 
necessary to ensure good corporate governance in 
enterprises while the AS8015 standard  provides 
six principles for good governance of ICT. These 
principles are briefly presented in table 3 along 
with an indication of how the identified 
fundamental objectives may be linked to them. 

Table 3 – Corporate Governance and ICT Principles 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

It is clear from table 3 that the value-focused 
assessment produced fundamental objectives that 
are in line with accepted corporate governance 
principles. Only one of the principles (Remunerate 
fairly and responsibly) was not directly covered by 
the identified objectives while there was also only 
one fundamental objective that could not directly 
be linked to any of the eight principles 
(Appropriate legal, regulatory and social 
environment exists). This objective, however, 
covers certain aspects in some of the other 
principles. 

ASX Principles 
[7] 

Corresponding 
fundamental 
objectives 
identified with 
value-focused 
assessment 

AS8015 
Principles for 
ICT 
Governance 
[29] 

1. Lay solid 
foundations for 
management 
and oversight 
(refers to roles 
and 
responsibilities 
of the board and 
management) 

Appropriate 
board and 
management 
structures are in 
place 

Establish clearly 
understood 
responsibilities 
Plan ICT to best 
support the 
organisation 

2. Structure the 
board to add 
value (refers to 
composition, 
size and 
commitment) 

No specific 
fundamental 
objective can be 
mapped to this 
principle, but it 
is partially 
addressed by 
Appropriate 
board and 
management 
structures are in 
place 

 

3. Promote 
ethical and 
responsible 
decision making 

Maximise the 
use of 
appropriate 
business 
practices and 
ethics 

Ensure ICT 
respects human 
factors 

4. Safeguard Maximise Acquire ICT 
 

integrity and 
financial 
reporting 

performance 
management 

validly 
Ensure that ICT 
performs well 
whenever 
required 

5. Make timely 
and balanced 
disclosure 

Maximise 
disclosure and 
transparency 

Acquire ICT 
validly Ensure 
ICT conforms 
with formal 
rules 

6. Respect the 
rights of 
shareholders 

No specific 
fundamental 
objective can be 
mapped to this 
principle, but it 
is partially 
addressed by 
Maximise the use 
of appropriate 
business 
practices and 
ethics 

Ensure ICT 
respects human 
factors 

7. Recognise 
and manage risk 

Maximise risk 
management 

Plan ICT to best 
support the 
organisation 
Ensure that ICT 
performs well 
whenever 
required 

8. Remunerate 
fairly and 
responsibly 

No specific 
fundamental 
objective can be 
mapped to this 
principle 

 

Appropriate legal, regulatory and social environment 
exists. There is no specific principle where this 
fundamental objective can be linked to. It does 
however cover certain aspects under the principle 
Promote ethical and responsible decision making. 
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3.2 Results Of The Survey 

A total of 31 staff members were identified as 
respondents to evaluate the identified dimensions. 
This choice of participants was based on their 
level of seniority, their knowledge of corporate 
governance principles, and a request from senior 
management to include them in the exercise. 
Figure 5 shows a graph with the overall evaluation 
of the six dimensions. A formal 5-level scale (not 
presented here) was constructed to interpret the 
results on the graph. The scale ranges from no 
evidence that governance principles are applied at 
the lower end, to significant investment in time 
and resources to apply governance principles at the 
other end. 

Applying the scale and from figure 5 it can be seen 
that the two principles Disclosure and 
Transparency and Performance Management are, 
on average, currently performing satisfactorily as 
evaluated by the participants. The remaining four 
governance principles were all, on average, 
evaluated as principles that are applied to a certain 
degree but with some room for improvement. The 
Risk Management dimension was chosen for 
further investigation to see if a practical security 
incident can initiate an organisational learning 
process that can contribute to the risk management 
process. 

 

 
 

Figure 5 – Overall evaluation of principles 
 
3.3 Organisational Learning Results 

The data recorded from the phishing exercise 
include the employee name, department where the 
person is working and the username. Passwords 
were also requested but not recorded due to 
privacy  considerations.  As  part  of  the  exercise, 

passwords were validated but only the result was 
recorded in a simple yes/no format. Appropriate 
safeguards to ensure privacy were put in place. 
The recorded employee names were purely 
recorded for statistical purposes and nowhere 
during reporting were specific names linked to 
responses. 

During the test 280 users responded to  the 
phishing message of whom 231 (83%) entered 
their usernames and passwords on the webpage. 
Although there were approximately 1700 active 
users logged on during the test, it would be 
incorrect to assume that all of those who did not 
respond acted in a positive way. Reasons for this 
may be the fact that many people do not respond 
immediately to e-mail messages, some users may 
have left their workstations logged on during the 
night while not there, some users may have been 
engaged in other tasks and simply did not check 
their mail inboxes, etc. A much more significant 
analysis was to link the 280 users who responded, 
to an information security course that all staff 
members are required to complete and which 
would have provided them with basic security 
information on how to react to possible phishing 
scams. An unexpected 69% of those users who 
entered their passwords did complete the security 
training in the past. This also implies that almost 
one third (31%) never completed the security 
training course. These basic results indicate that 
there are at least two points of concern. Firstly, the 
high number of users who responded in a negative 
way despite their security training and secondly, 
the relatively high number of users that never 
completed the information security course. 

An analysis of responses (percentages) per 
experience (years of service) category for those 
who entered their usernames and passwords shows 
that those employees with less experience at the 
organisation - and therefore less exposure to its 
security practices and policies - are more inclined 
to give away personal details. More than a third 
(35%) of those who entered their usernames and 
passwords have less than 5 years experience with 
more than half (52%) less than 10 years. This 
analysis is shown graphically in figure 6. 
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Figure 6 – Responses per experience category 
 
Apart from these results the focus was more 
directed at possible organisational learning 
opportunities that may contribute to the Risk 
Management corporate governance principle. As 
explained earlier, organisational learning involves 
the adjustment of actions based on an experience. 
These adjustments, or learning, can then be 
categorised as single or double-loop learning. The 
results from this study have shown that the 
phishing experiment offers the ideal opportunity 
for learning and that both single and double-loop 
learning has taken place. 

Single-loop learning took place in the form of 
small changes in making staff aware of the risks 
and consequences of phishing scams. Instructions 
concerning basic acceptable behaviour related to 
suspicious e-mail messages were issued in the 
form of e-mail messages and the company’s 
weekly in-house bulletin. 

In addition, a corporate blog was employed to 
assist in making staff aware of risks involved in 
social engineering activities. There has been a high 
growth in the use of corporate blogs over the last 
few years and at the corporation where the testing 
was done, this is no different. The CEO makes use 
of a blog to communicate a variety of messages 
into the organisation. Whilst email communication 
is more direct, the blog is often seen to offer a 
more open and personable medium of 
communication. These corporate blogging 
initiatives are interactive and cheap to deploy 
which does make them a very attractive form of 
communication. 

In ongoing discussions regarding the learning from 
the exercise, the CEO has indicated that this 
medium will be used to educate and make staff 
members aware of the dangers of “phishing” and 
other social engineering scenarios. As the initial 
email phishing exercise created a level of angst 
amongst certain elements within the organisation, 
care will need to be taken on the content and 
timing of the message. The level of interaction and 
any feedback received will be monitored and 
evaluated. This evaluation, which may eventually 
become a double-loop learning activity, will form 
part of the broader study and is not a part of this 
paper. 

The single-loop learning activities mentioned 
above did not change the status quo of any process 
but were quick and effective corrective measures 
to address a specific problem area. There were, 
however, other issues that needed a more 
comprehensive investigation that may lead to a 
change in policies and procedures. These double- 
loop learning issues include the following. 

− All staff members are required to complete an 
information security course which will equip 
them with basic security knowledge for 
different security situations including phishing 
scams. An analysis of the phishing results 
showed that not all staff has completed the 
course. More importantly, a relatively large 
number of those who have completed the 
course had given their passwords away. An 
assessment of the course content and possible 
controls to ensure that everybody completes 
the course is planned. This may lead to a 
change in the current security policy on issues 
pertaining to basic security training. 

− Another issue, planned for the future, which 
was highlighted during the phishing exercise 
relates to the gap between the different security 
views and expectations of managers and users. 
This gap is sometimes referred to as the 
information security digital divide between 
managers and users [30] and may lead to 
unrealistic security assumptions and 
management strategies that are not aligned 
with the dynamics of the user environment. 

Negative responses (%) per experience 
(years) category 

More than 40 4 

30 - 39.99 15 

20 - 29.99 10 

10 - 19.99 19 

5 - 9.99 17 

Less than 5 35 
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Basic problems were immediately corrected 
through an easy and uncomplicated single-loop 
learning approach while double-loop learning 
issues provided an opportunity for the organisation 
to adapt and adjust some of their information 
strategies. To adapt and improve information 
security strategies implies a definite contribution 
to the important corporate governance principle 
concerned with risk management and it therefore 
seems permissible to draw the conclusion that the 
practical      security      exercise      has      created 

2. ISO/IEC standard for corporate governance of 
information technology). http://www.iso.org/iso/ (2008). 

3. Gillan, S.L.: Recent developments in Corporate 
Governance: An overview. Journal of Corporate Finance 
12, pp. 381--402 (2006). 

4. Wikipedia. http://en.wikipedia.org/wiki/Corporate-  
Governance (2008). 

5. King III Report on Corporate Governance. The Institute 
of Directors. http://www.iodsa.co.za (2009). 

6. Organisation for Economic Co-operation and 
Development. OECD Guidelines on Corporate 
Governance of State-owned Enterprises (2005). 

7. Australian   Securities   Exchange   (ASX).   Corporate nd 

opportunities for organisational learning which in 
turn will contribute to the management of risk in 
general. 

4.  CONCLUSION 

Interest in corporate and information technology 
governance has grown tremendously in the past 
decade. It has become increasingly important to 
ensure that businesses align their information 
technology leadership, direction and strategies 
with the rest of their business objectives. One of 
the challenges in the field of corporate governance 
is to provide empirical evidence that the 
application of good corporate governance is 
beneficial. This paper reported on the development 
and application of a process to evaluate good 
corporate governance principles. A value-focused 
approach was followed to determine important 
factors specific to the company reviewed. This 
resulted in six different factors that were in line 
with those suggested in the literature on corporate 
governance and governance for information 
technology. The framework was tested and results 
have shown that certain areas, e.g. risk 
management, in the company under review, can be 
improved. A successful phishing exercise was then 
conducted to show how a security incident can 
create opportunities for organisational learning 
which will benefit the risk management dimension 
of information technology governance. 
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Chapter 4 

Phishing and Organisational Learning 
 

4.1 Introduction 

Chapter 4 is presented in the form of a manuscript that was published in Security and Privacy 

Protection in Information Processing Systems. L.J. Janczewski, H.B. Wolfe, and S. Shenoi (Eds.): 

SEC 2013, IFIP AICT 405, pp. 379-390, 2013 (Springer). 

 

This paper shows how a practical social engineering experiment can create opportunities for 

organisational learning. The paper also provides empirical evidence that highlights security 

information behaviour challenges such as the privacy paradox despite high security awareness levels. 

 

Figure 4.1 (on the next page) shows how the chapter is linked to the research objectives and research 

questions. This is then followed by the article as it was published. Guidelines of the journal are 

presented in Appendix G. 
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Figure 4.1 – Chapter 4 as part of the research study 
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Abstract. The importance of addressing the human aspect in information 
security has grown over the past few years. One of the most frequent techniques 
used to obtain private or confidential information from humans is phishing. One 
way to combat these phishing scams is to have proper security awareness 
programs in place. In order to enhance the awareness and educational value of 
information security awareness programs, it is suggested that an organisational 
learning model, characterised by so called single-loop and double-loop learning, 
be considered. This paper describes a practical phishing experiment that was 
conducted at a large organisation and shows how a learning process was 
initiated and how security incidents such as phishing can be used successfully 
for both single and double-loop learning. 

 
Keywords: Phishing, Social engineering, Information security awareness, 
Organisational learning. 

 

1 Introduction 

Traditionally the mitigation of information security risks was  addressed using a 
variety of technical controls. It is however widely accepted and recognised that 
technology on its own cannot deliver complete solutions to the security problem and 
that the human aspect of security should receive more attention [1], [2], [3]. One way 
of addressing the human side of security is to focus on awareness and educational 
activities [4] making use of some form of an awareness program. 

An information security awareness program normally focuses on a number of 
issues related to the correct security behaviour of users. In some instances it may also 
concentrate on one area such as social engineering which is one of the most serious 
threats to information security as criminals keep on focussing on deceptive techniques 
to attack computer users and organisations [5]. Phishing, which is one of the social 
engineering techniques, occurs when people are manipulated by deception into giving 
out information [6] and is one of the major threats to modern organisations and 
information technology users in general. It requires an ongoing awareness not to 
become a victim of a phishing scam and various researchers have completed studies 
related to phishing experiments and awareness levels of users [5], [7], [8]. 

A popular technique to improve user awareness pertaining to phishing scams is to 
conduct unannounced phishing tests in order to evaluate users’ propensity to respond 

 
L.J. Janczewski, H. Wolf, and S. Shenoi (Eds.): SEC 2013, IFIP AICT 405, pp. 379–390, 2013. 
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to an attack [5], [9]. Albrechtsen [10] contend that these type of incidents and 
experiments present great opportunities to learn and improve information security. To 
ensure that learning does take place Van Niekerk and Von Solms [3] suggested that 
an organisational learning model be used. 

This paper describes a practical phishing exercise that was conducted in industry and 
shows how organisational learning took place as a result. The remainder of the paper is 
organised as follows. Section 2 presents the background to the study as well as 
appropriate references to related work. In section 3 the methodology used is discussed 
while section 4 details the results. Concluding remarks are presented in section 5. 

 
2 Background and Related Work 

Organisational learning theories deal with the idea of how organizations learn and 
adapting its behaviour [3]. This concept has been subjected to a wide and growing 
variety of researchers and a number of definitions have been suggested in the 
literature [11], [12]. Despite all these definitions the concept of organizational 
learning is by no means an unambiguous concept, as no one irrefutable definition has 
emerged in literature [13].  Organisational learning originated from the work by 
Argyris and Schon during the 1970s and one of the definitions suggested by them will 
be assumed in this study. The definition is formulated as follows. Organisational 
learning occurs when individuals within an organisation experience a problematic 
situation and enquire into it on the organisational behalf [14]. 

In an effort to enhance organisational learning, Buckler [15] proposed that an actual 
learning process, as depicted in figure 1, occurs in organisations. Buckler then argues 
that individuals will move through the different learning stages driven by their inherent 
individual motivations to learn. Associated with these motivational forces, there will be 
certain barriers to the learning process, and where the motivational restraining (barrier) 
forces are matched, learning will not take place. In order for organisational learning to 
result in performance improvement, the enactment stage (see figure 1) of the learning 

 
 

 
Fig. 1. The learning process (adapted from [15]) 
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process needs to be achieved – this will imply behavioural change which is a 
requirement for successful organisational learning. To assess the effectiveness of the 
behavioural changes, the reflection stage should be entered. 

There are various applications of learning processes but in general three types of 
learning can be categorised. These three types are summarized by Kennedy [13] as 
follows. 

- Single-loop learning, which occurs when errors are detected and corrected and 
organisations continue with the present status quo without modifying present 
policies and goals. In essence, single-loop learning focuses on improving the 
status quo through small incremental changes in how organisations functions. An 
example in the area of information security could be a case of unauthorized 
access by a user to privileged data. A single-loop response would be to simply 
deny future access to this specific user. The status quo is maintained and present 
policies and/or goals are not modified. 

- Double-loop learning challenges, and possibly makes changes to the status quo 
and the existing assumptions and conditions. It means that the organisation 
questions and modifies its existing norms, policies, procedures and objectives and 
it can lead to transformational change that radically alters the status quo. In the 
information security example mentioned, a double-loop response may be to 
investigate the circumstances and reasons for the unauthorized access. Double- 
loop learning may then occur when a decision is taken to improve (change) the 
process of allocating access rights in order to minimize future unauthorized 
access risks. 

- Deutero learning involves focusing on the learning process itself. This type of 
learning seeks to improve how organisations perform single and double-loop 
learning. It can be described as “learning how to learn” and it occurs when 
organisations learn how to perform both single and double-loop learning. 

 
Due to the focus on long term goals and the more complex nature of double-loop 
learning, most companies focus only on single-loop learning [16]. According to Van 
Niekerk and Von Solms [3] this is also true in the information security discipline. 
They pointed out that generative, or double-loop learning, emphasizes continuous 
experimentation and feedback. 

Although there are a large number of studies on organisational learning, there are 
not particularly many studies that relate organisational learning to information 
security. Even so, the studies that have been conducted in this area prove that 
information security is an important area that offered ample opportunities, linked to 
organisational learning, that can make a significant contribution to organisations and 
their performance. Examples of studies where organisational learning and information 
security were explored include the following. 

Van Niekerk and Von Solms [3] investigated, amongst other models, the use of an 
organisational learning model for information security education. Their aim was to 
ensure that adequate attention is given to behavioural theories in information security 
education programs. Albrechtsen [10] conducted a comprehensive study into the 
barriers  that  exist  and  that  prohibit  productive  organisational  learning  from 
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information security incidents while Ahmat et al [16] suggested that the practice of 
incident response may lead to organisational learning. They proposed a double-loop 
learning model for security incident learning to address potential systemic corrective 
action. An interesting and authoritative study was conducted by Pfleeger and Caputo 
[2] where it was argued that blending behavioural sciences and cyber security may 
lead to the mitigation of cyber security risks. Although organisational learning was 
not specifically mentioned, the study strongly supports the idea that behavioural 
sciences (of which organisational learning is at least a sub-section) is relevant to 
information security in general. To further motivate this idea, Thomson and Van 
Niekerk [4] also contend that employee apathy towards information security can be 
addressed through the use of existing theory from the social sciences. 

There are also a number of studies where the focus is not on information security 
per se but rather on how information technology in general relates to organisational 
learning. These studies usually concentrate on computer systems necessary to 
facilitate organisational learning and knowledge transfer [17], [18]. 

In the context of this paper, where it is claimed that a phishing exercise may lead to 
organisational learning, the next few paragraphs will briefly refer to the phishing 
concept and examples of studies related to it. 

The basic idea of phishing is when someone attempts to fraudulently acquire 
sensitive information from a victim by impersonating a trustworthy entity [8]. A more 
formal definition can be obtained from the Oxford English Dictionary [19] where 
phishing is defined as the fraudulent practice of sending e-mails purporting to be 
from reputable companies in order to induce individuals to reveal personal 
information, such as passwords and credit card numbers, online. 

Phishing attacks are on the increase and successful attacks may have devastating 
effects on both enterprises and individuals. The Symantec Intelligence Report [20] of 
June 2012 reported that one out of every 170.9 e-mails sent during the month of June 
2012, in South Africa, was a phishing scam. In the Netherlands the figure for June 
2012 was one out of every 54.4 e-mails. Considering the billions of e-mail messages 
that are transmitted worldwide during a specific month, it becomes clear to what 
extend phishing attacks form part of the day to day electronic communication 
activities. With this in mind it becomes more and more important to implement the 
right and effective countermeasures to mitigate or prevent phishing attacks. One way 
of dealing with this growing number of phishing incidents is to implement security 
awareness and training programs where users are made aware of phishing scams. The 
use of practical tests seems to be a popular and effective way of making people aware 
of the dangers of phishing and some examples of the  work conducted by other 
researchers in this area will be highlighted below. 

Pattison et al [21] investigated the behaviour response of computer users when 
receiving either phishing e-mails or genuine e-mails. The study was conducted as a 
scenario-based role-play experiment where participants had to indicate what the 
appropriate response would be on certain e-mail messages. The study found that 
participants who were informed, prior to the experiment, that they are part of a 
phishing exercise performed better in handling phishing e-mail messages. 
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Simulated phishing attacks together with embedded training were used by Jansson 

and Von Solms [5] in an effort to cultivate users’ resistance towards phishing attacks, 
while Kumaraguru et al [7] also conducted a study on anti-phishing training to proof 
that user training should be used in conjunction with technological solutions for security 
problems. Other studies include Dodge et al [9] who performed a practical phishing 
experiment involving students from the United States Military Academy, Jagatic et al 
[8] performed a study at the Indiana University, Steyn et al [22] conducted a practical 
experiment in South Africa and Hasle et al [23] a study in Norway. 

It is interesting to note that all the practical phishing experiments referred to so far, 
were conducted using students as participants. Although these studies produced many 
advantages and insights, it is doubted whether the results can be generalised and 
extrapolated to industry enterprises. 

Consistent with the research projects mentioned above, this study also performs a 
practical phishing experiment but uses an industry enterprise for research purposes instead 
of students in a university environment. In addition, the exercise is aimed at creating a 
climate for organisational learning. To ensure that the exercise is not a once-off event, the 
objective is to initiate a learning process and to show how security incidents such as 
phishing can and should be used for single and double-loop learning in an organisation. 

The study was conducted at a large geographically dispersed utility. The 
organisation in question is a large multi-billion dollar entity with over 3500 IT users 
and they supply essential services to over 2 million customers. The organisation has 
an information security course that is mandatory for all employees and partners who 
have access to the IT infrastructure. The objective of the course is to make IT users 
aware of their responsibilities with regards  to protecting the organisations’ 
information and information systems from unauthorised access, loss or disclosure. 
Whilst the information security course is deemed mandatory, the records could not 
support this assertion as many staff was found not to have completed the course or no 
records could be found of their attendance. 

 

3 Methodology 
 

The successful implementation of an e-mail phishing exercise is dependent on how 
well certain issues, associated with the exercise, are considered. Jansson and Von 
Solms [5] categorised these issues into principles to be considered before designing 
the exercise, before conducting the exercise, during the exercise, and after  the 
exercise while Dodge et al [9] simply refer to them as general and specific 
considerations. In this study considerations are also presented as general and specific 
considerations. The general considerations are concerned with those issues that may 
have an impact on the exercise as a whole while the specific considerations deal with 
aspects specific to the enterprise where the study was conducted. 

 
General Considerations 
The first and most important general consideration is the determination and definition 
of an objective. There should be a clearly defined goal and in this study the goal was 
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simply stated as the evaluation of security awareness associated with phishing and the 
creation of an opportunity for organisational learning to take place. The next 
consideration is critical for success i.e. to get ethical clearance and top management 
approval. This was achieved by conducting personal meetings with the CEO, the CFO 
and the IT manager where the purpose, actual steps and possible outcomes were 
explained. A formal project proposal detailing aspects such as the basic process, 
different phases, measures of success and possible risks, was also submitted for 
approval to management. 

Other general considerations which were appropriately addressed included the 
timing of the exercise; maintaining the privacy of respondents; the selection of a 
random and representative sample of respondents; measurements to ensure that no 
information was disclosed prior to the exercise; and, a debriefing exercise following 
the test. 

 
Specific Considerations 
The central issue among the specific considerations was the construction of an 
appropriate e-mail message. The message had to be concise, credible and at the same 
time be enticing in order for participants to react. 

To ensure that the phishing e-mail message complies with all the necessary 
requirements, it was decided to make use of aspects that may trigger certain emotions 
from participants. Jansson [6] presents a list of a large number of techniques that are 
based on negative, positive and neutral emotional exploits. For the construction of the 
e-mail message the following emotional exploits were used. 
Legitimacy – when a user is made to believe that the source of the e-mail message is 
legitimate. 
Authority – people tend to comply with instructions or requests issued by someone 
with authority. 
Scarcity – when users believe that the time to react is limited. 
Conformity – users who believe that other fellow-employees have already reacted to a 
request are inclined to also comply with the request. 

Apart from these four techniques which were explicitly built into the e-mail 
message (see figure 2), three other important emotional exploits were also implicitly 
included. They were urgency (making users believe it is an emergency), carelessness 
(clicking on a link) and diffusion of responsibility (users believe that someone else is 
responsible for security). Users were asked to click on the link in the message which 
would then take them to another webpage where their usernames and passwords were 
requested. Figure 2 also indicates how the e-mail was constructed to provide clues to 
alert users that the message was likely not to be legitimate. The real name of the 
organisation has been changed in figure 2. 

There were a number of other specific issues that also needed clarification before 
the actual exercise could take place i.e. it was important not to refer to any specific IT, 
security or internal audit staff as this may compromise the trust between users and 
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Fig. 2. Phishing e-mail message 

 
staff. Steps also had to be taken to ensure that the enterprise’s anti-phishing tools and 
spam filters do not identify the message as spam or a phishing scam, and Helpdesk 
had to be provided with a predetermined response should there be any queries from 
users. Provision was also made for respondents who reply directly to the phishing e- 
mail. Some of the technical considerations include the deletion of duplicate records (if 
a user responds more than once) and also a check to see whether the correct 
usernames were supplied (password were requested but not recorded). 

The e-mail message (figure 2) was first sent to a small group of 10 employees. The 
objective was to test whether all technical aspects are functioning correctly and also to 
get feedback on possible improvements. After some minor changes were made, 
following the small pilot study, it was decided to go ahead and  implement  the 
phishing test. 

The phishing e-mail message was sent to all employees at 8:00pm on a weekday 
night. The organisation  is a 24-hour operation with  activities taking place on  a 
continuous basis. Statistics of user logs showed that there are on average about 1700 
active IT users signed on during any night and to ensure that the night workers are 
included in the test, the 8:00pm sending time was chosen. This sending time would 
also guarantee that day workers should have the phishing e-mail in their inboxes first 
thing in the morning. The idea was to get users to respond early before they can 
discuss it with fellow employees. 

A number of senior managers found the phishing e-mail very annoying and some 
of them sent out general e-mail messages to object to the phishing message (and the 
test). The security personnel were also involved and concern was expressed regarding 
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the possibility of an external attack aimed at disrupting essential services. Due to this, 
it was decided at 8:30am the next morning to remove the phishing message and to 
officially end the test. The reasons for withdrawing the phishing e-mail relatively 
early the next morning were firstly, to prevent large-scale disruptions and secondly, 
because enough data has been recorded at that stage to draw meaningful conclusions. 
The data and the experience were sufficient and interesting results, presented in the 
next section, were obtained. 

 

4 Results 
 

The data recorded from the phishing awareness exercise include the employee name, 
department where the person is working and the username. Passwords were also 
requested but not recorded due to privacy considerations. As part of the exercise, 
passwords were validated but only the result was recorded in a simple yes/no format. 
Appropriate safeguards to ensure privacy were put in place. The recorded employee 
names were purely recorded for statistical purposes and nowhere during reporting 
were specific names linked to responses. The reason for recording usernames was to 
perform a validation test to ensure that users do enter valid  usernames (and by 
implication valid passwords). All duplicate records (users who entered their details 
more than once) and records with invalid usernames were removed from the final data 
set. 

The main result, before any further analyses were performed, was the number of 
negative responses received. A negative response is a response where a user provided 
his or her username and password. During the test 280 users responded  to  the 
phishing message of whom 231 (83%) entered their usernames and passwords on the 
webpage. Of the 231 users, 23 (10%) entered their valid details more than once. 
Although there were approximately 1700 active users logged on during the test, it 
would be incorrect to assume that all of those who did not respond acted in a positive 
way. Reasons for this may be the fact that many people do not respond immediately 
to e-mail messages, some users may have left their workstations logged on during the 
night while not there, some users may have been engaged in other tasks and simply 
did not check their mail inboxes, etc. A much more significant analysis was to link the 
280 users who responded, to the information security course that all staff members are 
required to complete and which would have provided them with basic security 
information on how to react to possible phishing scams. Figures 3(a) and (b) show the 
results graphically. Figure 3(a) shows that an unexpected 69% of those users who 
entered their passwords did complete the security training in the past. Figure 3(b) 
shows the training details of those who responded without entering their usernames 
and passwords. These results indicate that there are at least two points of concern. 
Firstly, the high number of users who responded in a negative way despite their 
security training and secondly, the relatively high number of users that never 
completed the information security course. 
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Fig. 3. Responses related to training completed 

 
Figure 4 shows an analysis of responses (percentages) per experience category for 

those who entered their usernames and passwords. Experience in this case refers to the 
number of years a person is employed at the organisation. From figure 4 it can be seen 
that those employees with less experience at the organisation (and therefore less 
exposure to its security practices and policies) are more inclined to give away personal 
details. More than a third (35%) of those who entered their usernames and passwords 
have less than 5 years experience with more than half (52%) less than 10 years. 

 

 
Fig. 4. Responses per experience category 

 
The data that was captured during the exercise makes it possible to perform a 

number of analyses, e.g. responses per department, gender, age group etc. These types 
of analyses were not done in this study as the focus was more directed at possible 
organisational learning opportunities. 
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As explained earlier, organisational learning involves the adjustment of actions 

based on an experience. These adjustments, or learning, can then be categorised as 
single or double-loop learning. The results from this study have shown that the 
phishing experiment offers the ideal opportunity for learning and that both single and 
double-loop learning has taken place. 

Single-loop learning took place in the form of small changes in making staff aware 
of the risks and consequences of phishing scams. Instructions concerning basic 
acceptable behaviour related to suspicious e-mail messages were also issued. Specific 
actions that can be attributed to single-loop learning include the following. 

 
− The first day, following the phishing exercise, the Manager Risk and Assurance 

sent out an e-mail message to all staff informing them about the exercise and, 
more importantly, making them aware of the risks and giving them basic 
instructions on how to react to these type of e-mails (e.g. to report it to the 
Service Centre). 

− The company’s weekly in-house bulletin was used to reinforce the security 
awareness message and to instruct staff to complete the company’s computer 
based information security course. This was done for two consecutive months 
following the phishing exercise. 

 
The single-loop learning examples mentioned here did not change the status quo of 
any process but were quick and effective corrective measures to address a specific 
problem area. There were, however, other issues that needed a more comprehensive 
investigation that may lead to a change in policies and procedures. These double-loop 
learning issues include the following. 

− All staff members are required to complete an information security course which 
will equip them with basic security knowledge for different security situations 
including phishing scams. An analysis of the phishing results showed that not all 
staff has completed the course. More importantly, a relatively large number of 
those who have completed the course had given their passwords away. An 
assessment of the course content and possible controls to ensure that everybody 
completes the course is planned. This may lead to a change in the current security 
policy on issues pertaining to basic security training. 

− Another issue, planned for the future, which was highlighted during the phishing 
exercise relates to the gap between the different security views and expectations 
of managers and users. This gap is sometimes referred to as the information 
security digital divide between managers and users [24] and may lead to 
unrealistic security assumptions and management strategies that are not aligned 
with the dynamics of the user environment. 

 
If one considers the results of the phishing exercise it seems permissible to draw the 
conclusion that the exercise has created opportunities for organisational learning. Basic 
problems were immediately corrected through an easy and uncomplicated single-loop 
learning approach while double-loop learning issues provided an opportunity for the 
organisation to adapt and adjust some of their information strategies. 
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5 Conclusions 

 
Modern businesses are characterised by the increasing reliance on information assets. 
The protection of these assets depends to a large extend on the employees and users 
and it is not surprisingly that criminals tend to focus their attacks on humans. Phishing 
has become one of the most frequently used techniques to obtain personal or private 
information and to combat it, proper security awareness programs should be in place. 
To ensure that a security awareness activity does not become a once-off event, 
organisations may want to consider the use of various organisational learning models 
to enhance the awareness and educational value of such programs. 

In this paper a successful practical phishing exercise was conducted at a large 
organisation. The aim was not only to record the number of users who are willing to 
give away personal information, but also to create an opportunity for organisational 
learning in order to improve the educational value of the phishing experiment. The 
results have shown that employees are prone to phishing attacks, but more 
importantly, the phishing exercise created an excellent opportunity for both single and 
double-loop learning activities. A single-loop learning approach was followed to 
immediately correct certain shortcomings without changing the status quo, while 
double-loop learning provided the opportunity to revisit and adapt some of the longer 
term information security strategies. 

One security experiment linked successfully to organisational learning does not 
necessarily prove that all security exercises will lead to organisational learning. The 
exercise did, however,  provide  an  insight  into  exciting  possibilities  to  increase 
the value of security awareness exercises and that it may ultimately lead to the 
completion of the learning process described in section 2 of the paper. 
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Chapter 5 

Considering the influence of human trust in practical social engineering 

exercises. 
 

5.1 Introduction 

Chapter 5 is presented in the form of a peer reviewed conference manuscript that was published in the 

13th International Information Security South Africa Conference (ISSA). Johannesburg, 13-14 August 

2014. ISBN: 978-1-4799-3383-9. IEEE Catalogue Number: CFP1466I-CDR. 

 

This paper describes a specific trust survey linked to the practical social engineering tests. The results 

confirm that human trust plays a role in information security behaviour and it also provides an early 

indication that risk homeostasis should be considered as a factor in information security. 

 

Figure 5.1 (on the next page) shows how the chapter is linked to the research objectives and research 

questions. This is then followed by the article as it was published. Guidelines of the journal are 

presented in Appendix H. 
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Figure 5.1 – Chapter 5 as part of the research study 
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Abstract— There are numerous technical advances in the 
field of information security. However, the application of 
information security technologies alone is often not 
sufficient to address security issues. Human factors play an 
increasing role in securing computer assets and are often 
detrimental to the security of an organisation. One of the 
salient aspects of security, which is linked to humans, is 
trust. It is safe to assume that trust will play an important 
role in any information security environment and may 
influence security behaviour significantly. In this paper the 
results of a practical phishing exercise and a trust survey 
are considered. The research project is part of a larger 
project and the phishing exercise is a follow-up to an 
earlier first practical phishing test. Results of the phishing 
test are compared with the first exercise. In addition, the 
newly obtained trust information from the survey is also 
incorporated into the report in order to try and explain 
security behaviour. The research was performed at a large 
organisation. Results indicate that although there is a 
general high level of trust in the organisation’s ability to 
provide safe and secure information systems, a large 
number of staff was still victim to a simple phishing 
exercise. A possible explanation, which opens up further 
avenues for research, is offered. 

Keywords – Information security; Social engineering; 
Phishing;Trust 

I. INTRODUCTION 

Information security professionals know that users are 
often the weakest link in the information security chain. The 
famous hacker Kevin Mitnick had much success using social 
engineering – tricking people to give away sensitive data such 
as passwords [1]. There is a body of literature that shows 
technical controls work more effectively than the ability to 
manage the human aspects of information security. However, 
an important distinction that needs to be made is that 
technology is not the only answer in addressing information 
security risks, with attitudes and user perceptions playing an 
important part [2], [3]. 

More and more people are coming to realise that security 
failures are often due to issues other than the lack of suitable 
technical protection mechanisms. Some aspects are shown in 
the  rapidly  growing  field  of  research  in  “Economics  of 

 
Security” [4]. As part of this field, Moore and Anderson [5] 
describe active research with breaches of personal information 
and behavioural analysis. 

The importance of addressing the human aspect in 
information security has grown over the past few years. One 
of the most frequent used techniques used to obtain private or 
confidential information from humans is phishing. Phishing is 
a kind of embezzlement that uses social engineering in order 
to obtain personal information from its victims, aiming to 
cause losses [6]. The Oxford English Dictionary [7] formally 
defines phishing as the fraudulent practice of sending e-mails 
purporting to be from reputable companies in order to induce 
individuals to reveal personal information, such as passwords 
and credit card numbers, online. 

The Symantec Internet Security Threat Report [8] of April 
2013 reported that e-mail phishing rates are down from one in 
299 emails in 2011 to one in 414 in 2012. This does not, 
however, imply that the risk of being deceived has been 
reduced. The reason for this slight decrease is attributed to a 
shift in activity from email to social networks. Considering the 
billions of e-mail messages that are transmitted annually 
worldwide, it is clear that phishing attacks still form a 
considerable part of the day to day electronic communication 
activities and even with the slight decrease reported by 
Symantec, successful attacks may have a devastating effect on 
both enterprises and individuals. With this in mind it is safe to 
assume that technical as well as human controls become 
increasingly more important to mitigate or prevent phishing 
attacks. 

It is also safe to assume that trust will play a significant 
role in any information security environment as good security 
will probably improve trust. Users’ perceived security and 
perceived trust are closely related and it is therefore 
appropriate to consider human trust perceptions when dealing 
with social engineering and security awareness in general. 
There are many similar definitions of trust, the Macquarie 
Online Dictionary [9] describes trust as “on whom or that on 
which one relies” whilst another online dictionary definition 
states it as “a confidence that something is safe, reliable, or 
effective” [10]. The key words revolve around confidence and 
reliability. If one is confident that something is safe, reliable 
and effective, there would be a higher level of trust in that 
matter.  Trust in this case refers to the human nature and not 
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the computational notion of trust. It also refers, in this paper, 
to the sense of security or comfort a user has in the corporate 
environment, i.e. the level of confidence the user has in using 
the various systems. 

This paper describes a practical social engineering 
experiment that was performed at a large organisation as a 
follow-up exercise to a previous practical exercise [11]. Apart 
from a mere comparison with previous results, a trust survey 
was also conducted to determine if trust has any influence in 
users’ behaviour. The remainder of the paper is organised as 
follows. Section II presents, as background, a few examples of 
related research and also gives a very brief summary of the 
previous social engineering exercise. The methodology 
followed in this study is outlined in section III while section 
IV presents the results and a discussion of the current exercise. 
The paper is then concluded with general concluding remarks 
in section V. 

II. BACKGROUND AND RELATED WORK 

A popular and effective way of addressing the human side 
of security is to focus on some form of an information security 
awareness program. Such a program can then concentrate on 
specific areas such as social engineering in general or phishing 
in particular. This is usually also an opportunity to emphasize 
the role of trust in an information security setup. There exist a 
large body of literature on these topics and the next few 
paragraphs will present some examples of such studies. 

The acknowledgement that security breaches can be 
attributed to the behavior of computer users has led to a 
number of studies that were directed to users. Parsons et al 
[12] have developed a questionnaire to determine employee 
awareness by focusing on human aspects, while Crossler et al 
[13] highlighted directions for behavioral research in 
information security. Other examples of recent studies in this 
area can be found in [14] and [15]. 

Research studies on phishing, especially simulated attacks 
as reported on in this paper, were detailed in the first study of 
which this one is a follow-up and can be found in [11]. More 
recent examples can also be found in [6] and [16]. 

The possible role of trust forms an integral part of this 
paper and is consistent with other studies in this area. It is not 
unusual to find studies where trust is assessed in different 
systems or environments. Examples include trust in e-health 
systems [17], cloud computing [18], online purchasing [19] 
and e-payment systems [20]. 

As part of  an  ongoing  study in understanding  the 
management of information security risks, a first practical 
phishing exercise was conducted at  a large  geographically 
dispersed utility in 2012 and reported on in [11]. The 
organisation where the test was conducted is a large multi- 
billion dollar entity with over 3500 IT users and they supply 
essential services to over 2 million customers. During this first 
test, 280 users responded to a phishing message of whom 231 
(83%) entered their usernames and passwords on a webpage. 
Of the 231 users, 23 (10%) entered their valid details more 
than once. A number of practical learning objectives were 
identified from the results of the first exercise. As part of this 

study, a follow-up practical test was undertaken together with 
a survey of users and management to assess their level of trust 
in the organisation’s information systems. 

III. METHODOLOGY 

The methodology followed in this study comprised of two 
main steps. First, a questionnaire based survey was conducted 
to a broad spectrum of personnel to determine if any had been 
victims of a cybercrime, and also to establish whether those 
users had a level of trust in the corporation’s ICT systems and 
infrastructure. This was then followed up by a practical e-mail 
based phishing exercise. The results of the phishing exercise 
were then evaluated and comparisons made to the original 
exercise [11] to determine if any change in behaviour had 
occurred or if any meaningful insights could be gained. 

A. Trust survey 
To gauge levels of trust and determine whether staff had 

been a victim of cybercrime before, a questionnaire was 
developed. The questionnaire consisted of 20 questions that 
were constructed based on management input and certain 
literature resources. The questions were specific to the 
organisation where the study was conducted and was tested 
with a small number of employees in a pilot run. 

A sample of 40 users was used in the survey and included 
executive members, management and staff over a broad 
spectrum of the business. An appropriate sample size was 
difficult to determine as there were a myriad of factors that 
had to be taken into account, e.g. the sensitivity of the subject 
limited the sample size in this specific case. It was therefore 
decided to determine the sample size through a “saturation 
point” which is a standard stopping rule for research of this 
nature. Glaser and Strauss [21] used the term “theoretical 
saturation” which means that no additional data is found by 
the researcher for a specific category in a study. A 
disadvantage of this technique is of course that one would 
never know if new information can be obtained by questioning 
or interviewing an additional staff member. The same is 
however true for a statistically determined sample size. To 
ensure an appropriate response and to comply with the 
requirements of a saturation point stopping rule, the 
questionnaires were completed on an interview basis. An 
additional advantage of this approach was that the questions 
can be explained to respondents and in doing so ensure that all 
respondents understand the questions in the  same  manner. 
This hopefully increased the integrity of responses received. 

Some of the questions had to be answered simply by 
indicating a yes or no. The objective of these questions was to 
establish a baseline e.g. whether users had been victims of 
cybercrime in the past 12 months. The majority of the 
questions had to be answered on a 5-point Likert scale and 
was aimed at assessing trust levels e.g. “To what extend do 
you believe the Corporation provides a safe and trustworthy 
environment?” There were also a few questions designed to 
deal primarily with the users’ perception of whether they 
thought they had enough insight to both understand and 
manage their information risks. An example of such a 
question, which also had to be answered on a 5-point scale, is 
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the following. “Do you have enough knowledge or 
information to manage your information risks?” Interesting 
results were obtained from this first part of the study and will 
be presented in the section IV. 

B. Phishing exercise 
The practical phishing exercise implemented the same 

general and specific considerations used in the first exercise as 
discussed in detail in [11] except for a small change in the 
actual wording of the message. The structure and format of the 
e-mail was substantially similar but the message, whilst still 
relying on an explicit emotional exploit of scarcity, was 
modified to say: “With our new password complexity rules, 
we require you to validate your username and password. If 
you act today, you will be in the draw to win a prize”. One of 
the reasons for doing  this was  that the Symantec Internet 
Security Threat Report [8] stated that there is an increase of 
phishing scams that utilise fake websites and offer non- 
existent prizes. 

This modification strengthened the legitimacy emotional 
exploit as the organisation where the exercise was conducted 
had recently modified their password complexity rules and 
length of password expiry as part of their ongoing information 
security risk management processes. This had been 
communicated throughout the organisation by poster, e-mail 
and articles in the in-house online magazine. The use of a 
prize was an added incentive. 

To be able to perform a valid comparative analysis, the 
actual phishing exercise was conducted in the same manner as 
the first one and the same parameters were used. These 
parameters include sending out the message to all employees 
at 8:30 pm on a weekday night (the organisation is a 24-hour 
operation with activities taking place on a continuous basis). 
The reasons for this were the same as with the first exercise - 
to ensure that night workers are included in the test and to 
guarantee that day workers receive the message first thing in 
the morning. Following some concerns expressed with the first 
exercise, certain enhanced control measures were 
implemented, including ensuring the appropriate security 
personnel were notified. This follow-up actual test was 
allowed to run for an extended time. The extra time has 
provided further data for analysis which may provide further 
insight into the management of this important risk aspect. 
However, for the data analysis, only the dataset for the 12 hour 
test interval (the same as for the first exercise) were used. 

Apart from the above specific issues, all general 
considerations to ensure the success of the project were also 
addressed, e.g. the obtaining of clearance and permission from 
the Chief Executive Officer to conduct the exercise, 
maintaining privacy of respondents etc. 

IV. RESULTS AND DISCUSSION 

This section presents the results of the trust survey, the 
phishing exercise and comparative results with the initial first 
phishing experiment conducted in [11]. A possible 
explanation, especially with reference to the trust aspect, will 
also be presented. 

A. Results of the trust survey 
The overall result of the trust survey was clearly that there 

is a high level of trust amongst employees in the ability of the 
Corporation to provide a safe, secure and trustworthy 
environment. The following three questions are examples of 
evidence of this high level of trust that exist (all three were 
answered on a 5-point scale). 

Q1: Do you think the Corporation protects and secures 
email communications and related data adequately? All 
respondents reacted by indicating that they believe that 
protection is adequate (either a 1 or a 2 on the 5-point scale – a 
3 and higher indicates that they doubt the issue). This question 
is specifically significant to the email phishing exercise that 
was also conducted. 

Q2: Do you feel confident enough in the corporate systems 
to do your online banking? The result was exactly the same as 
for the first question – all respondents feel confident to do 
online banking using corporate systems. This clearly implies a 
high level of trust in the corporate systems. 

Q3: To what extent do you think the Corporate provides a 
secure or trustworthy IT environment? More than half, 57% 
rated it as a 1 (very secure) with 37% rated it as 2 (somewhat 
secure). Only 5% rated it as 3 (neutral) and no respondents 
rated it as 4 (not very secure) or 5 (very insecure). Figure 1 
shows the results for this question graphically. 

 

 
Figure 1. Secure and trustworthy environment 

 
Another relevant question, mentioned in the methodology 

section, was “Do you have enough knowledge or information 
to manage your information security risks? The answers were 
somewhat illuminating in that only a small percentage of 
respondents believed they did not have enough information. 
Figure 2 graphically shows that over half were either 
somewhat (47.5%) or completely (12.5%) confident that they 
had enough knowledge to manage risks. The work of Schneier 
[22] shows that, on average, approximately 62% of employees 
have limited knowledge of information security risks whereas 
for this study 60% showed a positive slant – another indication 
of the high level of trust of employees in the Corporation and 
in their own security risk management capabilities. 



978-1-4799-3383-9/14/$31.00 ©2014 IEEE 
 
 

59 
 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Knowledge to manage information risks 
 

A final, interesting, remark on the trust survey is that more 
than half (55%) of the respondents had been a victim of any 
form of cybercrime in the past 12 months. This is notably 
higher than the reported 46% of computer user adults who had 
fallen victim of cybercrime in the last year [23]. 

B. Results of the phishing exercise 
The same data as in the first test were recorded. This 

included user identification, section or department where the 
person works and time of access. Passwords were requested 
and were also validated through a technical process. To 
protect users’ privacy, no passwords were recorded – only a 
simple yes or no was recorded depending on whether a valid 
password was entered or not. To ensure an acceptable level of 
data integrity, all duplicate records (users who entered their 
details more than once) and records with invalid usernames 
were removed from the final data set. 

During the measured 12 hour time period of the test, 490 
users responded to the phishing message of whom 312 (64%) 
entered their correct usernames and passwords on  the 
webpage. A further 25 (5%) entered incorrect passwords and 
154 (31%) users accessed the website but did not enter any 
credentials. A significant and somewhat disappointing statistic 
was the 48 users who accessed the website and who were 
repeat offenders in that they had entered their password 
correctly in the previous test. A total of 30 (63%) of these 
repeat offenders had entered their correct passwords again in 
the current exercise. Table 1 gives an overview of the statistics 
of users during the phishing exercise. 

 
TABLE I. USER STATISTICS DURING THE PHISHING EXERCISE 

It should be noted that although there were approximately 
1400 active users logged on during the test, it would be 
incorrect to assume that all  of those who did not respond 
recognised the phishing scam. There are certain reasons why 
many users did not respond to the phishing e-mail message. 
Some of the reasons include the fact that many people do not 
respond immediately to e-mail messages, others may have 
recognised the email for what it was and immediately deleted 
it, some users may have  been engaged in other tasks and 
simply did not check their mail inboxes, etc. 

One of the significant statistics computed during the first 
test was the number of users who entered their correct 
passwords and who has also completed a security training 
course. The objective of this security training course is to 
provide users with a basic level of security awareness so that 
they would be able to identify threats such as phishing scams. 
During the first test [11], 69% of the users who entered their 
correct passwords have also completed the security training. In 
this current test, the figure is very high at 92%. 

The comparative results between the first test in [11] and 
this current follow-up test are summarised in table 2. 

 
TABLE II. COMPARATIVE RESULTS OF THE TWO PHISHING EXERCISES 

 

 First test [11] Current follow-up 
test 

Nr of responses 280 490 
Nr of users who 
entered their user 
id’s and passwords 
correctly 

231 (83%) 312 (64%) 

Nr of users who 
entered their 
passwords 
correctly and who 
previously 
completed security 
training 

159 (69%) 288 (92%) 

 
It is clear from table 2 that the results are quite unexpected 

and maybe somewhat disappointing. More people responded 
to the phishing e-mail message than in the initial exercise. 
Although there was a decrease in the percentage of users who 
entered their passwords, the physical number of users who did 
this increased by 81. The percentage number of users who 
completed the security training course and still gave away 
their passwords has also increased from 69% to 92%. This is 
an indication that the same concerns raised in the first 
exercise, still exist. These concerns are firstly, the high 
number of users who responded in a negative way despite 
their security training and secondly, the fact that there are still 
a number of users that never completed the compulsory 
information security course. 

The results were also used to try and establish whether 
there is a link between experience (years of service) and being 
a victim of the phishing scam. In the first study it was found 

Total employees 3500 
Total number of users logged on for 
test 

1400 

Number of users who responded to the 
phishing message 

490 

Number of users who responded and 
who entered their passwords 

312 

Number of repeat offenders (first and 
current test) 

48 
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that more than a third (35%) of those who entered their 
usernames and passwords has less than 5 years of experience 
and more than half (52%) had less than 10 years of 
experience. This was an indication that younger people (with 
less experience) are more prone to these types of security 
attacks. The results in this study confirmed this idea with just 
more than 50% of users who gave away their passwords 
having less than 5 years of experience, and a further more than 
16% with less than 10 but more than 5 years of experience. 
These results are consistent with other research studies which 
focused on the same issues. Sheng et al [24], for example, 
used an online survey to try and determine who fell for 
phishing attacks. Their report shows that people aged 18-25 
are more likely to be victims of a phishing scam when 
compared to the general population. Figure 3 shows an 
analysis of responses per experience category for this current 
study. 

 

 
Figure 3. Responses per experience category 

 
To summarize the results so far, it is clear that there is a 

high level of trust amongst users in their organisation’s ability 
to provide a safe and secure information environment. Users 
also feel that they have on average enough skills and 
information to manage information security risks. However, a 
look at the results of the practical phishing test shows that a 
number of users became victims to the scam. It also appears as 
if they did not learn much from the previous test. The question 
now arises why this apparent contradiction in results? The 
next section will offer brief ideas or possible explanations for 
this situation. 

C. Possible explanations 
It seems like an anomaly when staff in an organisation fell, 

in large numbers, victim to a phishing scam while there is 
such a high level of trust in the organisation’s information 
security environment. In addition, staff has indicated that they 
have sufficient knowledge to manage information security 
risks. The question arises why then do so many of them give 
away their passwords on web pages when asked for it? 

The answer probably lies in the fact that information 
security is highly dependent on human factors. Aspects such 
as cognitive abilities, personal traits, perception of risk etc., 
plays a significant role and are most likely to impact security 

behavior. This case study has shown that the overwhelming 
majority of respondents have a positive perception of their 
own and their organisation’s ability to protect them against 
security incidents such as phishing. High levels of trust seem 
to lead to carelessness where people are more easily tricked 
into security scams. It almost seems as if the level of trust 
impacts the level of risk behavior. This may be explained as 
follows. 

Peltzman [25] put forward the concept of  risk 
compensation in the safety arena to explain driver behaviour 
in adjusting individuals’ levels of risk. Drivers would take 
more chances if they felt they were in a safer environment. 
Wilde [26] used this approach to develop the risk homeostasis 
theory. Risk homeostasis is based on the concept that people 
have a perceived or expected level of tolerable risk [27]. If 
there is a change in this level of risk they may compensate for 
it by changing their behaviour. For example, if the level of risk 
experienced by someone is low in comparison to the expected 
level of risk, he/she might engage in actions that will increase 
their exposure to risk. Conversely, if the level of experienced 
risk is higher than is acceptable, he/she may make an attempt 
to exercise greater caution. 

 
This relates to information security in the sense that 

employees may become less vigilant or more careless when 
they know that good and adequate controls are implemented. 
E.g. users may become more easily victims of social 
engineering techniques such as phishing because they know 
(or perceive that) their organisation has the necessary controls 
(e.g. spam filters) in place? According to Pattinson and 
Anderson [27] there is not much doubt that risk homeostasis 
probably applies in many information security scenarios. They 
stated that risk homeostasis is after all a management theory 
and information security is all about managing risks. A similar 
link can be found in the medical field where some people 
believe that vaccinating young women against the human 
papillomavirus (HPV) will increase risky sexual behaviour 
[28] or in studies of sexual risk compensation such as in [29]. 

The trust survey conducted in this research has shown that 
users have a high level of trust in the Corporation’s systems – 
at the same time a considerable number of employees fell 
victim to the phishing experiment. This seems to be in line 
with the above explanation of risk homeostasis. The level of 
risk experienced by users are low (results from the trust survey 
that indicates a high level of trust); users then compensate for 
this low risk by changing their behavior (taking more risks) 
and in so doing become phishing scam victims. 

This paper forms part of a larger research project and in a 
next step of this larger project the role of risk homeostasis will 
be explored in more detail and reported on. It is hoped that the 
above theory on risk homeostasis will then be proved with 
more concrete examples and arguments. 

V. CONCLUSION 

With the acknowledgement that human factors play a 
significant role in the protection of information and 
information assets, the task of safeguarding these assets has 
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become more complex. To provide for risk perceptions, 
different attitudes and different levels of security knowledge is 
not an easy task. Criminals know that and focus their attacks 
on humans. A popular way of doing this is through social 
engineering attacks, more specifically phishing. 

This paper forms part of a larger and ongoing project to 
investigate issues surrounding social engineering. In the first 
part of the project a practical phishing test was conducted at a 
large organisation. The results of this exercise were reported 
in [11]. In this current phase (this paper) a follow-up phishing 
test was performed at the same organisation. In addition, a 
trust survey was conducted to establish whether levels of trust 
may or may not play a role in being caught in a phishing scam. 
Interesting results were obtained. There was no real 
improvement in the number of people caught in the phishing 
scam; however, the trust survey revealed that  respondents 
have a high level of trust in their own risk management 
abilities as well as in the ability of the organisation to provide 
them with a safe and secure information systems environment. 
No crystal clear explanation for this exist and the conclusion 
was that it is probably a case of risk homeostasis where users 
adjust their behavior (taking risks) to compensate  for 
perceived low levels of existing risk (as indicated by the high 
level of trust). 

There is already progress made with an ongoing research 
and investigation project that explores the risk homeostasis 
concept and applicability further. This is in an effort to gain 
more insight into the risk and security behaviour of people, 
especially in social engineering attacks. 
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Chapter 6 

Can perceptual differences account for enigmatic information security 

behaviour in an organisation? 
 

6.1 Introduction 

Chapter 6 is presented in the form of a journal article that was published in Computers & Security 

(2016). 

 

As part of the efforts to explain contradictory information security behaviour, this article describes a 

special focused survey on perceptual differences between different groups of people in an 

organisation. The results indicate that perceptual congruence is a pre-requisite for a successful 

information security environment. The paper then finally proposes a new model for a safe and secure 

information environment. 

 

Figure 6.1 (on the next page) shows how the chapter is linked to the research objectives and research 

questions. This is then followed by the article as it was published. Guidelines of the journal are 

presented in Appendix I. 
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Figure 6.1 – Chapter 6 as part of the research study 
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Can perceptual differences account for
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A B S T R A C T

Information security in organisations is often threatened by risky behaviour of users. Despite

information security awareness and training programmes, the human aspect of informa-

tion security remains a critical and challenging component of a safe and secure information

environment, and users reveal personal and confidential information regularly when asked

for it. In an effort to explain and understand this so-called privacy paradox, this paper in-

vestigates aspects of trust and perceptual differences, based on empirical research. Two

preceding social engineering exercises form the basis of the research project and are also

presented as background information. Following the empirical work, a safe and secure in-

formation model is proposed. It is then argued that perceptual alignment of different

organisational groups is a critical and prerequisite requirement to reach information se-

curity congruence between groups of people. In the context of the proposed model, the

perceptual differences also offer some explanation as to why users with high levels of se-

curity awareness as well as high levels of trust in own and organisational capabilities so

often fall victim to social engineering scams. The empirical work was performed at a large

utility company and results are presented together with appropriate discussions.

© 2016 Elsevier Ltd. All rights reserved.
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1. Introduction

Information security has become one of the most critical and
important areas of interest in modern-day business. It is un-
likely that information security specialists will not acknowledge
the importance of the human factor in information security.
This acknowledgement has led, and still leads, to a large number
of different studies on how to understand and manage the
various human aspects such as knowledge, attitude and
behaviour in information security.

A number of researchers and practitioners argue that the
solution to the general information security problem lies in the
existence and quality of an information security policy.

Sommestad et al. (2014), for example, have identified vari-
ables that may influence compliance with information security
policies, whereas Ifinedo (2014) has studied information systems
security policy compliance, taking the effects of socialisation,
influence and cognition into account. It is interesting to note
that a wide variety of studies exists in this context; in some
cases, human characteristics that may seem to be rather
unusual are linked to the compliance or non-compliance of in-
formation security policies. Kelecha and Belanger (2013) have
illustrated this by investigating religiosity as a possible role
player in the intention to comply with an information secu-
rity policy. Other instances of studies in the area of information
security policies can be found in Bulgurcu et al. (2010) and
Whitman and Mattord (2003). Information security awareness
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is an area that is often associated with information security
policies and a large number of studies are regularly con-
ducted in an effort to address the awareness and human factor
in information security.These studies are normally focused on
how to raise information security awareness levels (Alnatheer,
2015; Da Veiga, 2015; Safa et al., 2015), how to measure these
levels (Chandrashekhar et al., 2015; Keser and Gulduren, 2015;
Parsons et al., 2014), and the monitoring and management of
security awareness levels (Rantos et al., 2012; Spandonidis, 2015).

There is also a significant number of security specialists who
contend that the problem should be addressed by creating (and
maintaining) a suitable security culture in an enterprise.A large
body of knowledge on security culture exists and examples of
the existing literature include the work of Da Veiga and Martins
(2015), who focus on an information security culture assess-
ment process to improve an information security culture,
specifically in financial institutions. In a study by Alhogail (2015),
the design and validation of an information security culture
framework is described. This framework incorporates the
domains of preparedness, responsibility, management and
society and regulations, and should be useful to organisations
who want to develop an effective information security culture.
Critical success factors for an information security culture can
be found in Alnatheer (2015), whereas Alhogail and Mirza (2014)
provide an overview of the different information security culture
definitions as well as a review of literature sources that deal
with information security culture studies. Closely related to se-
curity culture studies is the trend to borrow from the social
sciences and to use psychological, sociological and other models
in the endeavour to gain more insight into the complexities
of human behaviour in information security. Studies using this
type of approach can be found in Enrici et al. (2010), Lafrance
(2004) and Tsohou et al. (2015).

The abovementioned models and approaches are not solely
capable of explaining human activities when it comes to in-
formation security – other issues and factors may also play an
important role. One such an important aspect is trust, which
may be considered as a “soft” security property (Jensen, 2015)
that interacts with other perceptual, attitudinal and behavioural
factors. The importance of trust as a key element in informa-
tion security has resulted inmany research studies (Martin et al.,
2015; Miltgen and Smith, 2015). It is also not unusual to find
examples of studies where trust is evaluated in a specific in-
formation area. Examples include studies of trust in Internet
of Things (Sicari et al., 2015), trust in cloud computing (Shaik
and Sasikumar, 2015) and trust in e-payment systems (Kim
et al., 2010).

Despite all these and other studies, the concept of a “privacy
paradox” still exists. The privacy paradox refers to individu-
als with an apparently high level of security awareness who
place a high premium on their privacy, but are easily per-
suaded to reveal their personal or other confidential
information.The reader is referred to the studies by Hull (2015),
who discusses the problem from a more philosophical view-
point, and Kokolakis (2015), who presents the results of a review
of research literature on the privacy paradox. A further com-
plicating factor is that organisations do not really collect or have
data available on the impact of IT and information security.
This means that perceptions play a key role when decisions
pertaining to information security have to be made. Not only

do these differences occur in perceptions amongst various in-
dustry types, but there may also be perceptual differences
between staff andmanagement in the same organisation. Tallon
(2014), for example, points out that there is a lack of consen-
sus amongst executives’ perceptions of IT impact and value.
Albrechtsen and Hovden (2009) go even further by referring to
a digital divide between information security managers and
users when it comes to information security practices.The study
by Martin et al. (2015) provides further proof of the impor-
tance of expectations in information security. The authors
examined the expectations of IT professionals towards online
privacy and concluded that expectations often go unsatisfied
– a finding that, according to the authors, builds further un-
derstanding of expectations and associated behaviours.

It is interesting to note Kokolakis’s suggestion (2015) that
future studies regarding the privacy paradox should report evi-
dence that is based on actual behaviour. In line with this
suggestion and with the brief introductory comments in mind,
this study investigates aspects of trust and perceptual differ-
ences that are based on empirical research. The empirical
research was done in Australia at a large utility company that
is a capital-intensive and customer-focused entity with over
2 million customers. To put the size of the company into per-
spective, one can only mention that during the last financial
year, it had over 750 million AU$ in capital works and over 850
million AU$ in direct operating expenditure.There are over 3500
IT users, and with regard to its external IT presence, the
company recorded 1.4 million visitors to its website and answers
over 800,000 telephone calls from customers annually.The work
that was performed includes two practical social engineering
exercises that formed part of the regular control testing at the
organisation in question, a survey to determine the role of trust
in these security breaches, as well as a follow-up survey to de-
termine the perceptual differences (if any) between
management and users. The first practical social engineering
experiment was reported in Kearney and Kruger (2013), whereas
the results of the second experiment and the trust survey were
detailed in Kearney and Kruger (2014).These first three studies
and the results that were obtained constitute the first part of
a larger research project that has ultimately led to the exer-
cise on perceptual differences. It is therefore important to refer
to these studies as part of the larger study; they will thus be
presented briefly as background information.The focus of this
paper is to report on the methodology and results of the per-
ception survey.

The remainder of the paper is organised as follows:The next
section will provide the background information on the two
social engineering experiments and the trust survey. These
studies led to the investigation of possible perceptual differ-
ences that will be described in the third section. The paper is
then concluded with some general remarks.

2. Background

A popular and frequently used technique to study human
behaviour in information security is the use of practical ex-
periments that are associated with social engineering and,more
specifically, with phishing (Jansson and Von Solms, 2013;
Kumaraguru et al., 2009; Pattinson et al., 2012). Owing to its
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nature, phishing exercises also appear to be a natural start-
ing point for the investigation of the privacy paradox. As part
of a larger study to try and understand information security
behaviour of users and the management of security risks, two
practical phishing exercises were conducted. These experi-
ments took place at the large utility company that has been
described in the introduction.The results of these phishing ex-
periments led to a follow-up study in trust, as well as another
study on possible perceptual differences between manage-
ment and users. In this section, the two phishing exercises and
the trust survey are summarised as background information.
More detailed feedback on these projects can be found in
Kearney and Kruger (2013, 2014).

2.1. The phishing exercises

Phishing can formally be defined as “the fraudulent practice
of sending e-mails purporting to be from reputable compa-
nies in order to induce individuals to reveal personal
information, such as passwords and credit card numbers,
online” (Oxford Dictionary, 2013). Jagatic et al. (2007) explain
“phishing” simply as an attempt to acquire sensitive informa-
tion from a victim fraudulently by impersonating a trustworthy
entity. The practical phishing exercises that were conducted
in this research project are in line with the definitions and ex-
planations of the phishing concept and the methodology that
was followed can be summarised as follows:

Both experiments made use of an e-mail message in which
users were asked to click on a link that took them to a webpage
where their usernames and passwords were requested. The
e-mail messages were carefully constructed to trigger certain
emotions that were designed to elicit a response. This entices
users to react.These emotional exploits include legitimacy (the
source of the message is legitimate), authority (the message
has been issued by someone with authority), scarcity (time to
react is limited), and conformity (the belief that others have
already completed the request). In both cases, the message was
chosen to reflect a real current situation in the organisation.
The message in the first experiment reads as follows:

Due to unforeseen changes to our back-end security systems,
we require you to validate your username and password
today. Thank you to all of you who have already validated
your details.

The message of the follow-up phishing experiment was
worded as follows:

With our new password complexity rules, we require you
to validate your username and password. If you act today,
you will be in the draw to win a prize.

Each message has two additional clues to alert users that
it may be fake messages. The first clue is an obvious spelling
mistake (of the organisation’s name) in the link on which users
were asked to click. The other clue is the fact that no name
or contact details are provided at the end of the message – the
messages are simply signed by “Manager Audit Team”, fol-
lowed by the organisation’s name.

All the normal planning activities, for example, objective
setting, risk analysis, contingency and backup preparation, staff
communication, timing and maintaining privacy, were com-
pleted. In addition, ethical clearance and top management
approval were obtained.This was achieved by conducting per-
sonal meetings with the CEO, the CFO and the IT Manager
where the purpose, actual steps and possible outcomes of tests
and surveys were explained.Written clearance and consent was
then given by the CEO. Following a small pilot study to test the
technical aspects and obtain feedback on the planned tests,
the first message was sent out to all employees. The message
was available for 12 hours before it was withdrawn.

Data that were recorded during the phishing exercises in-
cluded the employee’s name and the name of the department
in which the user works.This information was used purely for
statistical reasons and specific names were never linked to re-
sponses in any form of report. Usernames were also recorded
(as part of the actual phishing exercise) and were used to vali-
date users’ input.The most important function of the test was
to see if users would reveal their passwords. As soon as users
entered their passwords, the password was validated and then
a single Yes (valid username and password) or No (invalid pass-
word for the given username) was recorded. Actual passwords
were never recorded.

The results of the first phishing exercise indicated that 280
users responded to the e-mail message, with 231 (83%) who
entered (gave away) their correct usernames and passwords.
Further analysis showed that 159 (69%) of the 231 who gave
away their personal details had already completed the com-
pany’s in-house security training course that taught them how
to recognise and react to possible phishing scams. This result
seems to be consistent with the privacy paradox: the workers
had reasonably high security awareness and training, but still
revealed personal details on request. Another result showed
that users with less years of work experience with the company
were more inclined to give away personal details. This finding
is consistent with the results of other similar studies (see Sheng
et al., 2010). One explanation for this may be that employees
with less years of working experience have also less expo-
sure to the organisation’s security practices and policies.

The second and follow-up phishing exercise was con-
ducted after a period of time; the goal was to perform some
form of comparative analysis in an attempt to determine
whether user behaviour had changed positively since the first
test. Except for the phishing message that was different from
the one in the first test, all other conditions and data-recording
activities were exactly the same as in the initial exercise.

The results of the second test were unexpected and rather
disappointing. Although a lower percentage of users entered
their valid usernames and passwords, the actual number in-
creased from 231 users to 312 users (the total number of users
who responded to the message increased from 280 in the first
test to 490 in the second test). To add to this, the number of
users who previously completed the security training and who
gave away their correct usernames and passwords also in-
creased from 159 to 288. A final disappointing (but significant)
result was that there were 48 users who were repeat offend-
ers; they revealed their passwords in both the first and second
tests. There were no significant changes in new staff intakes
or staff leaving during the interval between the tests that could
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have influenced the results.The comparative results of the two
phishing tests are graphically displayed in Fig. 1.

The correlation between years of work experience and the
revealing of personal information was confirmed during the
second test. Just over 50% of users who entered valid pass-
words had less than five years of experience within the
company.

The results of the two practical phishing tests show that,
despite the controls and mechanisms in place, a number of
users still became victims. The results of the second test also
indicate that perhaps users did not learn much from the first
test. This raises the question of why so many users give away
their passwords when asked for it – sometimes even more than
once. It is probably safe to assume that one of the determi-
nants of good security and a stable security environment is
trust. To determine whether trust has an influence on users’
security behaviour, and in an effort to try and explain the sur-
prising results of the phishing tests, a trust survey was
conducted in the company.

2.2. The trust survey

The role of trust in an information security setup is impor-
tant and, as indicated in the introduction, a considerable body
of knowledge exists on this topic. In an effort to understand
and formulate a possible explanation for the observed para-
doxical security behaviour, a trust survey was conducted in the
company under study.

The concept of trust is defined in different, but mostly
similar, ways. One such definition from an online dictionary
defines trust as “a confidence that something is safe, reliable
or effective” (Macmillan Online Dictionary, 2015). In the context
of this study and consistent with the dictionary’s definition,
it is assumed that if one were confident that something was
safe, reliable or effective, there would be a higher level of trust
in that matter. Furthermore, in this study, the notion of trust
is focused on human nature and not necessarily on any tech-
nical or computational notion of trust.

The methodology that was followed for the trust survey can
be summarised as follows: A company-specific question-

naire, consisting of 20 questions, was developed, based on
management input and literature resources. Forty users, rep-
resenting the whole spectrum of staff and ranging from
executive members to ordinary workers, were selected to par-
ticipate in the survey as a sample. The sample size was based
on a “saturation point”, meaning that no additional informa-
tion was obtained by interviewing additional respondents.
Although the majority of the questions had to be evaluated
on a 5-point Likert scale, it was decided to conduct the survey
on an interview basis, using the questions as entry points.This
had the added advantage of ensuring that all respondents un-
derstood the questions in the same way. The majority of the
questions were aimed at assessing the users’ trust levels;
however, a few questions were designed to deal with users’ per-
ceptions of their own abilities when it comes to understanding
and managing their information risks. An example of such a
question is “Do you have enough knowledge or information
to manage your information risks?” Two examples of ques-
tions aimed at assessing trust levels are “Do you feel confident
enough in the organisation’s systems to do your online
banking?” and “Do you think the organisation protects and
secures e-mail communications and related data adequately?”

The overall results of the trust survey have shown that,
amongst employees, there is a significant high level of trust
in the ability of the organisation to provide a safe, secure and
trustworthy environment.The responses to the questions that
aimed to determine trust levels were, without exception, all
positive. In addition to this high level of trust, most respon-
dents were also confident that they had sufficient knowledge
and information to manage information security risks.

The apparent intertwining paradoxical results from the two
phishing tests and the trust survey expand the initial ques-
tion of “Why do so many users give away their passwords when
asked for them?” to “To what extent do the high levels of trust
in user’s own and their organisation’s ability to protect them
against security threats contribute to the privacy paradox of
giving away personal information when asked for it?”Answer-
ing this question is not straightforward and the answer is
probably strongly linked to the human aspect of information
security. There is a myriad of human factors that have been
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Fig. 1 – Comparative results of the two phishing exercises.
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identified as contributors to practical information security as
well as to issues such as awareness, attitude, behaviour and
culture (see for example Parsons et al., 2010). In addition to this,
other aspects such as cognitive and culture biases, personal
traits and perception of risk may also play an important role
in influencing information security compliance (Tsohou et al.,
2015). Of these aspects, perception of risk may be one of the
pertinent issues that need further investigation. Perceptual dif-
ferences or a gap between different security views and
expectations of managers and users will no doubt have an in-
fluence on security practices. The next section will report on
work that was performed to investigate whether there are any
perceptual differences amongst employees in the same
company in which the phishing tests and trust survey were
conducted.

3. Perceptual differences

3.1. Introduction to the perceptual differences study

In the past, it has often been accepted that technical security
measurements are sufficient to protect information assets but
security solutions based on technical aspects are however in-
sufficient to protect organisations (Montesdioca and Macada,
2015) and many security threats can be attributed to the
behaviour of computer users (Parsons et al., 2014). Besides the
large number of human aspects that may impact informa-
tion security, researchers and decision-makers realise
increasingly that the way in which users perceive various
aspects related to security plays a crucial role – this potential
problem is further aggravated when there is a difference in per-
ceptions amongst different groups of people in an organisation.
Furnell and Thomson (2009) argue that the degree to which
users deem (perceive) information security as important will
influence their compliance with security measures. The issue
of perceptual differences is an important determinant of an
effective and stable information security environment and a
substantial number of studies in this area exist in the litera-
ture. Examplesmay be found in the works of Akcam et al. (2015),
Albrechtsen and Hovden (2009), Huang et al. (2011), Martin et al.
(2015), Posey et al. (2014), Tallon (2014) and Tsohou et al. (2015).
Perceptual differences are also important in the context of social
engineering and the associated behaviour of users. Flores et al.
(2015), for example, found that psychological and personal
factors will influence a user’s behaviour in a phishing scam,
whereas Nohlberg et al. (2008) emphasised that a victim’s per-
spective tend to impact the readiness of an organisation to deal
with social engineering attacks.

The two phishing tests and the trust survey that have been
detailed in the previous section have each provided a certain
degree of insight into the security problems and behaviour in
the organisation under study. However, they have also con-
firmed that absolute explanations and solutions cannot be
arrived at by looking at results in isolation. For example, the
privacy paradox is still not addressed adequately. As an ex-
tension of these three exercises and in an effort to gain further
understanding of security behaviour, a further experiment was
conducted. This experiment aimed at evaluating the possible
different perceptions of different groups of people to deter-

mine whether such perceptual differences can explain some
of the intricacies of security behaviour.

3.2. Methodological approach

To evaluate perceptual differences, it was decided to make use
of a measuring process that would be based on a question-
naire that had to be completed during a structured, one-on-
one interview. Substantial thought, debate and reflection went
into the development of the measuring instrument. Care was
taken not to present merely a tick list to respondents and then
draw conclusions on a simple count of positive or negative re-
sponses. A literature search for studies that deal specifically
with perceptual differences in information security was con-
ducted and some of these resources have been mentioned in
Section 3.1. In addition to the literature resources, an inten-
sive consultation process with the top management of the
company under study was undertaken.The purpose of this con-
sultation process was first to ensure that management
requirements would be addressed and second to gauge man-
agement’s view on possible eligible participants in the exercise.
The influence that management had on the selection of par-
ticipants was limited to guidance on a stratification process
to ensure that participants are representative of the different
departments. This was based on a random selection from an
organisation chart. No one was instructed by management to
take part in the study and eligible participants were free to
refuse the request from the researchers to take part in the study.
Interaction with management also facilitates the develop-
ment of an instrument that is focused on the specific
organisation and ensures that it can be linked to the preced-
ing phishing and trust surveys. An additional advantage of
involving top management was that management supported
and approved of the research study – a crucial requirement for
conducting a successful survey.

In line with management recommendations and consis-
tent with similar studies that had been reported in the literature,
it was decided to involve 60 people in the survey. This group
was divided into three separate groups of 20 each, represent-
ing Management, IT Staff and Users; the purpose was to
determine whether there were any perceptual differences
between the three groups in terms of information security.The
decision to involve 60 people was deemed adequate and in line
with similar studies: Akcam et al. (2015) used 53 respondents
in their study; Posey et al. (2014) used 33 respondents (22 users
and 11 information security professionals); Huang et al. (2011)
involved 64 participants in their study; and Albrechtsen and
Hovden (2009) interviewed 11 information security managers
and 18 users in their digital divide project. However, to perform
a specific risk perception comparison,Albrechtsen and Hovden
used 151 users and 87 information security managers for com-
parison purposes.The three groups that were used in this study
are summarised in Appendix A by their designations, gender,
age and years of service within the company.

The final questionnaire contains 11 questions. Some of the
questions comprise the ranking of items (e.g. “Rank the top 5
vulnerabilities or threats in order of severity”) or simply require
a Yes/No response (e.g. “Is information security considered a
problem to be resolved with technology?”), whereas other ques-
tions could be regarded as open questions where respondents
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are required to give their own view or opinion (e.g. “Who is re-
sponsible for information security in the company?”).

As mentioned earlier, it was decided that the question-
naire would be completed on an interview basis in order to
ensure an appropriate response.A one-on-one interview, taking
approximately 30–40 minutes, was conducted with each of the
60 participants and the same interviewer was used in every
interview.All interviewees were guaranteed confidentiality and
they gave consent to the interview and to complete the ques-
tionnaire. Interviews were not audio recorded, as problems and
questions were dealt with during the interview and results of
any questions or problems were reflected in the responses of
participants.The interview protocol that was followed is briefly
summarised in Fig. 2. In a similar fashion as the trust survey
that was also conducted on an interview basis, it was found
that respondents tend to be more open and provide more
honest answers during a personal interview.

The results of the survey are presented in the next section,
followed by a discussion of the observed responses.

3.3. Results of the perceptual differences evaluation

The results for the three groups of respondents revealed both
consistencies and inconsistencies. Basic statistical tests were
performed to ensure that the results reported make sense, are
valid and were evaluated using acceptable techniques. These
tests include analysis of variance tests and tests for statisti-
cal significance. A discussion of every question in the
questionnaire would be too long; only a few selected ques-
tions and their results will be dealt with in this section.These
results will hopefully be adequate to illustrate the main find-
ings and results.Where appropriate, the associated statistical
techniques that have been used to interpret results will be
briefly explained.

The first question deals with respondents’ views on howwell
the organisation manages information technology risks. Par-
ticipants had to record their opinion on a 5-point Likert scale
with Excellent at the top end of the scale and Poor at the bottom
end.A basic one-way analysis of variance (ANOVA) test was per-
formed and showed that there were no statistical differences
between the three groups.Management, IT Staff and Users were
in agreement that the information technology risks at the
organisation are well managed.This seems to be consistent with
the general high level of trust that had been recorded in the
earlier trust survey. It should be noted that social desirability
(responding in a socially accepted way) is a recognised problem
in research where questionnaires are used and it may have an
impact on results (Frangopoulos et al., 2014). In an effort to miti-
gate the impact of social desirability in this study, participants
were given the assurance that results will be confidential and
no names will be revealed to management. Confidentiality and
the importance of open and honest responses were also
emphasised during the interviews with respondents.

Closely linked to the question on howwell information tech-
nology risks are managed were two other questions that
provided further insight into perceptions. These two ques-
tions (that were evaluated without any statistical tests) were
“Who is responsible for information security in the
organisation?” and “Is information security a problem that can
be resolved with technology?” The objective of the first ques-
tion was to determine whether there was consensus that
everybody in the organisation is responsible for information se-
curity.The aim of the second question was to establish whether
everybody agreed that technology on its own is not an ad-
equate solution for the information security problem. The
results in terms of responsibility indicate that 60% of both Users
and IT Staff believed that information security should be the
responsibility of everybody. Only 40% of management agreed

Interview protocol
The high-level interview framework that was used during interviews with participants is summarised 
as follows:

1. Explain to the participant that he/she was selected to take part in a research project on
information security and that the selection was influenced by senior management. However, 
the only influence by senior management was guidance on a stratification process to obtain a 
representative sample of people.

2. Explain the goal of the research – to gauge perceptions on information security that may
ultimately help explain the privacy paradox. Furthermore, explain that the purpose of the 
research project is also to evaluate perceptions of respondents to determine if a form of digital 
divide exists at the organisation. The project forms part of a broader project that investigates
possible theories that can be used to explain why social engineering experiments have such
levels of success.

3. Explain that the interview will last approximately 30 minutes and consists of a questionnaire
containing 11 questions. There are no right or wrong answers and participants may ask for 
explanations/clarifications at any time.

4. Explain that participation is voluntary and that all responses will be held in strict
confidentiality. No reference will be made to any person and results will only be reviewed by 
the researchers. The persons may also exclude themselves at any time without being 
penalised.

5. Obtain explicit and informed consent from the participant. Ensure that the consent form is
signed.

6. Go through and complete the questionnaire, explaining or answering any questions that the
participant may have.

7. Express your thankfulness to and appreciation for the respondent and emphasise that without
his/her contribution, the research project cannot be successful. Ensure that the respondent 
understands that his/her responses will help guide the development of a better and more 
successful information security framework for the organisation.

Fig. 2 – Interview protocol.

51c om pu t e r s & s e cu r i t y 6 1 ( 2 0 1 6 ) 4 6 – 5 8

69



with this. Just over a quarter (28%) of all respondents be-
lieved that information security is the responsibility of the IT
department; this is in line with the second question, where
one third of all the respondents indicated that technology (by
implication the IT department) is the solution for informa-
tion security.The breakdown of the technology solution question
shows that 40% of the users, 30% of IT Staff and 15% of man-
agement were of the opinion that technology on its own is the
solution to the information security problem.The results of the
two questions are graphically displayed in Fig. 3.

The following results show the perceptions of the three groups
pertaining to control measures, importance of risks and threats,
and the severity of threats.The results were analysed by using
a basic protocol to test for significant differences in perceptions.

A popular way of testing for statistical significance is the
use of p-values. However, p-values tend to vary with the size
of the data set that is used and are normally more appropri-
ate when random samples are taken (Ellis and Steyn, 2003).
For this study, it was decided tomake use of the Cohen’s d-value
(also known as an effect size) to test for significant differ-
ences (Cohen, 1988; Ellis and Steyn, 2003). An effect size is
defined as a standardised difference between the means of two
populations and gives the importance of the effect in prac-
tice. Mathematically, the effect size can be expressed as

x x smax1 2−( ) , where x x1 2− is the absolute difference
between the two mean values and smax is the maximum of s1
and s2 (the sample standard deviations). According to Cohen
(1988), the following may serve as a guideline for the inter-
pretation of the d-value: If d = 0.2, the effect is small; if d = 0.5,
there is a medium effect; and if d = 0.8, there is a large effect.
The Cohen’s value was used to test whether there are signifi-
cant differences between the perceptions of the three
combinations of IT Staff and Management, IT Staff and Users,
and Management and Users.

Considering the type of control measures that had been
implemented by the organisation to manage information se-
curity risks, there was a clear agreement that the six most
important measures are Firewalls, Intrusion Detection, Anti-
virus Software, Password Complexity Rules, Policies and
Procedures, and Monitoring. With the exception of two mea-
sures, Intrusion Detection and Policies and Procedures, they
all received more or less the same number of votes from each
of the three groups of participants. Intrusion detection re-
ceived far more votes fromManagement as from the other two
groups, whereas Policies and Procedures received signifi-
cantly more votes from the IT Staff group.As for the perceptual
differences in some of the remaining control measures, Table 1
provides a summary of the d-values that indicate the differ-
ences between the three groups.

From the d-values that are reported in Table 1, notable effect
sizes (differences in perceptions) can be seen. For example, there
is a medium effect (or medium perceptual difference) between
IT Staff and Users with respect to Latest software and updates
(d = 0.45). For this same control measure, there is a large per-
ceptual difference (d = 0.73) between Management and Users.
In the context of the two phishing tests with their associated
somewhat poor results, it is significant that there are percep-
tual differences listed in Table 1 that may be directly related
to a phishing scam, for example, Policies and Procedures,Well-
trained staff, Security awareness training and Incident
management.

Information technology risks, threats and vulnerabilities,
and how they are managed are crucial in any information se-
curity framework. Views and opinions of all employees,
including management, should therefore be aligned to manage
and deal with security threats properly.To determine whether
there exists any possible perceptual difference between the
three groups, two specific questions that dealt exclusively with
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Fig. 3 – Results of two perceptual questions.

Table 1 – Effect size (d-values) for control measures.

Control measure Effect size (d-values)

IT staff with management IT staff with users Management with users

Latest software and updates 0.06 0.45 0.73
Well-trained staff 0.01 0.63 0.82
Policies and Procedures 0.50 0.11 0.40
Security awareness training 0.38 0.09 0.79
Incident management 0.50 0.57 0.09
Physical security 0.15 0.53 0.40
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cyber threats and risks were included in the questionnaire.The
first question presents a list of 14 threats and vulnerabilities
that respondents had to rank on a 5-point Likert scale with
the following scale ratings: 1 – no risk; 2 – little risk; 3 – mod-
erate risk; 4 – high risk; and 5 – very high risk. The second
question requires of participants to rank their top five threats
or vulnerabilities in order of severity, with a ranking of 1 being
the most severe and 5 the least severe. The 14 threats or vul-
nerabilities that were used in these two questions were taken
from Albrechtsen and Hovden (2009), as their list was deemed
to be complete and also covers the risks areas applicable to
the organisation under study. Appendix B contains a list of the
threats and vulnerabilities that were used. An advantage of
using threats and vulnerabilities from an existing study is that
it facilitates some form of comparison of results between the
two studies.The results of both questions were analysed once
again by using Cohen’s d-value to determine the extent of dif-
ferences in perceptions between the three groups.

The results of the first question were encouraging and show
that, with the exception of two of the threats or vulnerabili-
ties, all three groups were in agreement with the risks that are
posed to the organisation. The two exceptions were Compla-
cency and Social Engineering, where a medium effect size
(medium difference in perceptions) was recorded between IT
Staff and Management with d-values of 0.44 and 0.42, respec-
tively. These two threats were also amongst those reported by
Albrechtsen and Hovden (2009) as areas with different per-
ceptual views fromManagers and Users. It should also be noted
that the two threats and vulnerabilities are directly linked to
security breaches such as phishing scams and the perceptual
differences may have played some role in the poor phishing
results that have been described earlier.

With regard to the second question (ranking of threats or
vulnerabilities according to severity), a few differences in per-
ceptions emerged. Table 2 lists the d-values of the threats,where
clear differences between the three groups were observed.

It is interesting to note from Table 2 that there were per-
ceptual differences between the IT Staff and both Management
and Users.This may be attributed to the availability and access
that IT Staff have to the latest industry details and statistics
on issues such as human errors, viruses and hacking. Even in
cases where these statistics show a positive trend, percep-
tual differences may still occur; for example, due to positive
statistics (e.g. a reduced number in security incidents), IT Staff
may view a specific threat or vulnerability as acceptable,
whereas Management and Users may still see it as a high-
risk threat. It can further be seen from Table 2 that there were
also perceptual differences between Management and Users.
These differences seem to occur with threats and vulnerabili-

ties that are strongly linked to users and that may be viewed
as strategic issues by management (e.g. Complacency of users
and Misuse of information). Considering the two earlier phish-
ing exercises, the results listed in Table 2 once again appear
to have a possible link with the phishing results. Comparing
the results in Table 2 with the results of the Albrechtsen and
Hovden (2009) study, a few similarities are noted, especially with
threats and vulnerabilities such as Complacency (Careless-
ness in the Albrechtsen and Hovden study), Social engineering
and Hacking, where strong agreements were recorded. It should
be noted, however, that although the similarities between the
two studies may present (or possibly confirm) evidence of po-
tential perceptual differences, the results do not, and should
not, fully agree. Reasons for this are that Albrechtsen and
Hovden used a bigger sample size; they used p-values to iden-
tify significant differences (as opposed to effect sizes that were
used in this study); they compared two groups with each other
(whereas three groups were used in this study); and their study
was performed across different organisations (this study was
specific to one organisation).

An important related topic that did not form part of this
paper is the issue of group dynamics which suggests that work
performance (and possibly perceptions) may be dependent on
group behaviour in terms of work related preferences and ten-
dencies (Barabanov and Kowalski, 2010).

Further conclusions from the results and how theymay pos-
sibly be linked to the preceding phishing tests and the trust
survey are presented in the next section.

3.4. Discussion of results

In the context of this study and the specific organisation in
which the empirical experiments were conducted, a safe and
secure information environment may be represented by the
high-level model that is depicted in Fig. 4. Three major
organisational groupings form the backbone of the model,
namely a Management and Strategic component; a Technol-
ogy component; and a ProficientWorkforce (Users) component.
The first component may be defined by aspects such as legal
requirements, policies and procedures, and ethical issues,
whereas the second component is a function of technologi-
cal availability, client needs, business needs et cetera.The last
component is a function of human factors and capabilities such
as knowledge, attitude and behaviour. The safe and secure in-
formation environment in the context of this study refers to
an environment where users have the freedom to pursue their
daily activities while being protected from information secu-
rity incidents as far as reasonably practical.

Table 2 – Effect size (d-values) for severity of risks.

Threats or vulnerabilities Effect size (d-values)

IT staff with management IT staff with users Management with users

Human error 0.55 0.52 0.02
Virus/Malware 0.55 0.14 0.38
Complacency 0.39 0.44 0.77
Misuse of information 0.15 0.39 0.49
Hacking 0.62 0.27 0.28
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The three main organisational groupings are interdepen-
dent and interact with each other.This interaction is governed
by a large number of factors of which trust is deemed as one
of the more significant determinants. To reach a point where
an acceptable state of information security will prevail, the three
groupings have to be combined. A crucial requirement for a
successful combination is that the perceptions and views of
the three groups should be aligned – without such an align-
ment the combination will remain a theoretical goal.The result
of the perceptual alignment and a combination of the major
organisational groupings will be a form of information secu-
rity congruence that will ultimately lead to the desired safe
and secure information environment. The success of the safe
and secure environment can then be tested (or monitored) by
measuring certain outcomes. An example of such an outcome
would be the level of security breaches (e.g. the phishing ex-
ercise that has been described earlier). Another example is the
monitoring of the perceptual alignment in order to ensure the
successful combination of the organisational groups.

The results of the three preceding empirical phishing and
trust surveys that have been described in Section 2 show that
a high number of employees are willing to reveal personal details
when asked for it.This revealing of private information happens
even when they have a high level of trust in their own and the
company’s ability to protect them. In terms of the safe and secure
model in Fig. 4, the empirical experiments involved all three

major organisational groups. If the frequency of occurrence of
security breaches is accepted as one of the outcomes of a safe
and secure information environment, it seems fair to con-
clude that there may still be certain shortcomings in the
organisation’s information security setup.The trust levels of staff
do not provide sufficient explanations for the phishing results
and, according to the model, further investigation concerning
the combination of the three groupings into a congruent infor-
mation security framework needs to be done.The results of the
perceptual differences may offer some further explanations.

As reported in the results section (Section 3.3), there are
certain differences in view as far as some of the basic prin-
ciples are concerned; there is not a 100% consensus that
everybody is responsible for information security or that tech-
nology on its own is not a sufficient solution for the information
security problem (see also Fig. 3). Users or employees who do
not agree with this may develop the attitude that somebody
else will prevent problems and that if problems do occur, some-
body else will report them – an almost “don’t care” attitude
that makes one an easy victim of a phishing scam.

The differences in perceptions pertaining to control mea-
sures, risks and severity of risks are in many cases consistent
(there is agreement between the groups), with only a few in-
consistencies on a medium impact level that have been
reported. However, it is significant that the inconsistencies could
all be related to social engineering and its associated scams.
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Fig. 4 – Safe and secure information environment model.

54 c om pu t e r s & s e cu r i t y 6 1 ( 2 0 1 6 ) 4 6 – 5 8

72



It can be accepted that, due to the nature of a specific job des-
ignation or the information that is available to specific positions,
there may be certain differences in views. Despite this, users
are normally the first line of defence in protecting the company
against certain threats (e.g. social engineering) and should be
kept up to date with organisational viewpoints on informa-
tion security and related incidents. As already explained, the
problem is further complicated when users have a high belief
(trust) in their own and the company’s abilities – the com-
bined effect of this high level of trust and perceptual differences
may lead to the privacy paradox.

Based on the results that have been presented in Section
3.3 and the safe and secure model in Fig. 4, it appears that the
differences in perceptions of the three major groupings (sup-
ported by the findings of the phishing results in Section 2) do
play a role in the privacy paradox. These differences impede
the successful combination of the organisation’s major group-
ings, which makes the achievement of acceptable information
security congruence difficult, if not impossible.

The problem may be addressed by performing a number of
different management tasks of which a few will be highlighted
here. First, the well-known problem of managing expectations
should receive continuous attention. Expectations, percep-
tions, priorities, et cetera should be identified and gaps should
be eliminated. Such elimination will lead to a better and, even-
tually, strong alignment of views between the different groups
of organisation structures. One way to identify andmanage ex-
pectations and perceptions is to implement a measuring
instrument such as the one described in this paper or sug-
gested by other researchers such as Albrechtsen and Hovden
(2009).Another important andwell-known factor that is closely
related to the management of expectations is communication.
Perceptions are not formedon experiences only but also onwhat
is communicated. Feedback and relevant security information
will influenceperceptionsand if current securitypractices,threats,
risks, statistics, et cetera are not communicated or announced
in a responsible and appropriate manner (e.g. an information
security policy), employeesmay believe that all information se-
curity issues are taken care of and that all is well.

Second, focused and well-designed security awareness pro-
grammes remain a necessity.The company in which this study
was performed has an extensive and well-designed informa-
tion security training programme in place, yet many employees
still fall victim to the phishing scam. It should be accepted that
there is normally a dissipation of information security knowl-
edge over a period of time and that an ongoing information
security awareness or training programme is necessary to
counter any possibly outdated knowledge. Ongoing informa-
tion security awareness and training programmes should, of
course, be balanced with situations where users are so inun-
dated with security information that it may become difficult
to perform their daily tasks. Users being security fatigued and
other associated problems are not part of the scope of this paper
and will be touched upon in a follow-up paper.

Third, the frequency of testing certain outcomes should be
increased.As stated earlier,measuring these outcomes is a good
indication of how well different groups have combined to reach
information security congruence and, ultimately, a safe and
secure information environment.This paper has described two
examples of such outcomes (phishing and perceptual differ-

ences) and how they can be monitored. Employing these
monitoring instruments to specific outcomes is also impor-
tant in the context of validating or falsification of the proposed
safe and secure environment model. Favourable results, for
example, from a phishing test or a perceptual differences survey
may indicate that the model and its proposed elements comply
with a required positive situation (a valid model) while nega-
tive results will signify the presence of dysfunctional elements
(an unsuccessful model). There are many other examples of
outcomes that can be monitored and a successful monitor-
ing framework can easily be put together by an internal audit
or risk assurance department.

The focus of this paper was on specific issues in a frame-
work for a safe and secure information environment.There are
other factors that will, no doubt, also play a role in the suc-
cessful combination of organisational structures. However,
focusing on perceptual differences as a starting point proved
to be a worthwhile exercise, as other factors may assume and
rely on the fact that all stakeholders share the same views per-
taining to information security.

4. Conclusion

Information security in general, particularly the human aspects
thereof, is a well-researched subject. Despite this, there remain
certain problems where people with an apparently high level
of information security awareness still take unnecessary and
ill-considered risks.One example is the so-called privacy paradox,
where users are willing to give away confidential information
despite their high levels of security awareness – some research-
ers also refer to this as the knowing-doing gap (Cox, 2012). In
an effort to address some of the uncertainties that are associ-
ated with the human aspects of information security, a long-
term research project was initiated to investigate some of the
security issues. Over a period of time, two practical phishing ex-
periments (a trust survey and a perceptual survey) were
conducted at a large utility company. This paper reports the
results of these empirical exercises. As explained in the intro-
duction, the two phishing experiments and the trust survey had
already been reported on in detail and were presented in this
paper in a summarised form to contextualise the research
project. The main focus of this paper is to report on the per-
ceptual gaps between groups of people in the organisation, and
how it may help to explain and understand the privacy paradox
as observed from the phishing exercises.

A safe and secure information security model was pro-
posed. The model consists of three organisational groupings
(Management, Technology and Users) that have to be com-
bined to reach a state of information security congruence.
Perceptual alignment between the three groups proved to be
a crucial prerequisite for a successful combination; without this
alignment, the ultimate goal of a safe and secure informa-
tion environment will be difficult to reach and will probably
remain a theoretical aim. The results of this study have indi-
cated that there exists a certain degree of perceptual difference
between the three organisational groups in the company where
the study was conducted.These perceptual differences (in the
context of the proposed safe and secure model) help in ex-
plaining and understanding the disappointing results of the
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phishing tests in an environment with sufficient security aware-
ness and training programmes, as well as a high level of trust
in own and organisational capabilities.

Owing to the presence of a strong and significant human
element, information security is a complex phenomenon and
investigating only one factor, namely perceptual differences,
will not offer complete solutions to information security
behaviour problems that are characterised by the privacy
paradox or the knowing-doing gap. Difference in opinion is,

however, a logical starting point for information security prob-
lems, as management decisions and actions often assume
that everybody shares the same viewpoint. The aim of the
greater research project is to continue investigating factors
that may influence the formation of a safe and secure infor-
mation environment. The project will be concluded with a
follow-up paper that will theorise on other human aspects
such as risk homeostasis and users who suffer from security
fatigue.

Appendices

Appendix A. Participants characteristics

Management IT Staff Users

Designation Gender Years Age Designation Gender Years Age Designation Gender Years Age

1. Compliance Manager m 8 43 1. Service Manager m 10 40 1. Admin Officer f 5 36

2. Finance Manager m 35 56 2. IT Project Manager f 12 35 2. Risk Consultant m 1 32

3. CEO f 10 56 3. IT Co-ordinator m 13 61 3. Risk Systems Analyst m 8 35

4. Security Manager m 10 54 4. Manager Information Services m 12 49 4. Compliance Co-ordinator f 7 56

5. Manager Technology &

Energy Management

m 32 53 5. Process Manager m 1 37 5. Change Manager f 3 40

6. Operational Risk Manager f 4 40 6. IT Sourcing Manager m 21 67 6. Auditor m 27 53

7. Manager Operations m 24 42 7. Information Services Assurance m 29 49 7. Insurance Manager m 35 53

8. Business Manager m 14 44 8. Business Analyst m 6 43 8. Reporting Analyst m 3 34

9. ManagerWater Policy f 18 52 9. Business Analyst m 37 56 9. Operations Co-ordinator m 41 57

10. Manager Procurement m 40 63 10. Systems Team Leader m 12 38 10. Pricing Analyst f 4 30

11. Manager Infrastructure m 16 45 11. Account Executive m 7 46 11. Executive Support f 4 34

12. Risk Manager f 8 49 12. Senior Spatial Analyst m 7 31 12. Freedom of Information

Co-ordinator

f 2 29

13. Manager Review & Audit m 18 55 13. Sourcing Consultant m 17 61 13. Business Administrator f 30 46

14. COO m 44 64 14. Business Analyst m 9 32 14. Personal Assistant f 4 37

15 Manager Environment f 19 45 15. Security Co-ordinator m 9 31 15. Planning Analyst m 5 42

16. GM Business Services m 11 53 16. Team Leader m 15 41 16. Superannuation Officer m 2 46

17. CFO m 8 54 17. Security Team m 2 24 17. Land Services f 8 46

18. Manager Legal Services m 17 52 18. Systems Engineer m 3 28 18. Support Officer f 2 52

19. Head of HR f 2 59 19. Customer Support m 9 44 19. Financial Graduate f 3 28

20. Manager Pricing f 1 57 20. Security Consultant m 3 44 20. Compliance Analyst f 8 39

Averages 16.95 51.8 11.70 42.85 10.10 41.25

All 60 participants

Average Age: 45.30

Average Years: 12.92

Number of males: 40

Number of females: 20

Appendix B. List of vulnerabilities or threats that were used
in the perceptions survey

The list was taken from Albrechtsen and Hovden (2009), with
minor changes to the wording of some items on the list. The
intent andmeaning of the different threats were explained and
contextualised during the interviews.

Vulnerabilities and threats

1. Human error
2. Virus and malware infection
3. Complacency
4. Misuse of information
5. Loss of information
6. Inappropriate use of e-mail

7. Software vulnerability
8. Improper use of Internet
9. Excessive private use
10. Social engineering
11. Spam
12. Hacking
13. Theft
14. Illegal use
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Chapter 7 

Theorising on Risk Homeostasis in the Context of Information Security 

Behaviour 
 

7.1 Introduction 

Chapter 7 is presented in the form of a journal article that was accepted for publication in Information 

and Computer Security (Accepted – see Appendix J for proof of acceptance). 

 

The previous chapters have all led to this final paper on risk homeostasis as a factor in information 

security. The paper suggests that risk homeostasis is an understudied topic in the context of information 

security and that it should be considered as an alternative framework in information security and risk 

management to understand, predict and manage information security behaviour. 

 

Figure 7.1 (on the next page) shows how the chapter is linked to the research objectives and research 

questions. This is then followed by the article as it was published. Guidelines of the journal are presented 

in Appendix J. 
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Figure 7.1 – Chapter 7 as part of the research study 
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Theorising on risk homeostasis in the context of information security 
behaviour 

Kearney WD1, Kruger HA2 
1,2School of Computer, Statistical and Mathematical Sciences 

North-West University 
Potchefstroom, South Africa 

1Kearneys@iinet.net.au 2Hennie.Kruger@nwu.ac.za 
 

2Corresponding author 
 
Abstract 
Purpose 
The purpose of this paper is to discuss and theorise on the appropriateness and potential impact of risk 
homeostasis in the context of information security 
 
Design/Methodology/Approach 
The discussion is mainly based on a literature survey, backed up by illustrative empirical examples. 
 
Findings 
Risk homeostasis in the context of information security is an under-explored topic. The principles, 
assumptions and methodology of a risk homeostasis model offer new insights and knowledge to explain 
and predict contradictory human behaviour in information security. 
 
Practical implications 
The paper shows that explanations for contradictory human behaviour (e.g. the privacy paradox) would 
gain from considering risk homeostasis as an information security risk management model. The ideas 
discussed open up the prospect to theorise on risk homeostasis as a model in information security and 
should form a basis for further research and practical implementations. On a more practical level, it 
offers decision-makers useful information and new insights that could be advantageous in a strategic 
security planning process. 
 
Originality/value 
This is the first systematic comprehensive review of risk homeostasis in the context of information 
security behaviour and readers of the paper will find new theories, guidelines and insights on risk 
homeostasis. 
 

Keywords – Risk homeostasis, information security, security fatigue, information risk, behavioural 
frameworks, information security behaviour 

1. Introduction 

Modern-day information security cannot be defined or understood as a pure technical problem. 
Information technology is a commodity that is used by humans and is therefore a function of the 
combined effect of human and technological aspects. These human factors ultimately determine the 
success or failure of information security programmes. The statement on the role of humans in 
information security is nothing new and a large number of research projects dealing with the problem 

mailto:1Kearneys@iinet.net.au
mailto:2Hennie.Kruger@nwu.ac.za
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exist (Frangopoulos et al., 2014; Furnell and Clarke, 2012; Parsons et al., 2010). Despite the 
comprehensive research efforts in this area, there is still no absolute or definitive solution for what 
seems to be a very basic problem. The privacy paradox (Kokolakis, 2015) or the knowing-doing gap 
(Cox, 2012a) are good examples of a problem that remains almost a mystery or at least an enigmatic 
problem. This problem refers specifically to users with a perceived high level of security awareness 
who also possess sufficient information security knowledge, but who are then easily persuaded to reveal 
confidential information such as passwords. It is exactly because of the human element in information 
security that these types of problems occur and persist. Many researchers have acknowledged this and 
there are a significant number of studies calling for a more holistic approach to information security 
(Soomro et al., 2016) or attempting to provide new directions and guidelines for behavioural 
information security research (Crossler et al., 2013).  

Several studies related to the behavioural information security problem apply different theories to try 
and understand human behaviour in the context of information security. Lebek et al. (2013) reported 
that a literature review had indicated that at least 54 different theories have been identified that were 
applied in the area of information security awareness and behaviour. Of these, the primary behavioural 
theories (based on the number of publications) are the theory of reasoned action (TRA); the theory of 
planned behaviour (TPB); the general deterrence theory (GDT); and the protection motivation theory 
(PMT). 

The TRA framework deals with a user’s behavioural intention and its two associated components, 
namely attitude and subjective norm (Gundu and Flowerday, 2013). This framework is often combined 
with or integrated into other theories and then used to explain aspects of information security awareness 
(Gundu and Flowerday, 2013; Khan et al., 2011) or information security policy compliance (Siponen 
et al., 2007). The TPB is an extension of TRA and suggests that individual behaviour is influenced by 
attitude, subjective norms and perceived behavioural control – the latter being the perceived ease or 
difficulty in performing a particular behaviour (Ifinedo, 2012). This theory has also been widely applied 
in information security and includes studies that are linked mainly to information security policy 
compliance (Bulgurcu et al., 2010; Ifinedo, 2012; Kim et al., 2014; Sommestad and Hallberg, 2013). 
The rationale for GDT is that people will respond to security countermeasures and the associated 
severity of punishment for a security violation. Straub (1990) applied this theory and surveyed 1 211 
organisations, concluding that security countermeasures that include deterrent procedures result in 
lower computer abuse. Other examples where GDT or variations thereof were applied can be found in 
D’Arcy et al. (2008), Siponen et al. (2007) and Vaidyanathan and Berhanu (2012). PMT is another 
psychological theory that was originally developed within a framework of fear-arousing communication 
(Boer and Seydel, 1996). The theory is often used to predict behaviour and is based on two cognitive 
processes, namely threat appraisal and coping appraisal (Jansen, 2015). Threat appraisal is composed 
of a perceived vulnerability and a perceived severity component, whereas coping appraisal consists of 
elements such as self-efficacy, response efficacy and response cost (Ifinedo, 2012). PMT has been 
applied in a number of information security behaviour studies and was found to be useful to predict 
security behaviour (Crossler, 2010; Herath and Rao, 2009a; Ifinedo, 2012; Jansen, 2015; Meso et al., 
2013; Vance et al., 2012). 

Behavioural theories on their own do not always provide sufficient answers to information security 
behaviour problems. As mentioned, the theories are often combined in an effort to obtain new insights 
into security problems. Also associated with these psychological theories are a large number of other 
human-related aspects that may be utilised to influence change in behaviour. An example of one factor 
that is strongly linked to the theories highlighted above is fear. Fear is regularly used as a persuasion 
technique to change behaviour (Bada and Sasse, 2014) and is also a driver of the PMT framework 
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(Crossler et al, 2013). Closely related to fear is the role of penalties as an enabler for change in security 
behaviour (Herath and Rao, 2009b). Other interesting factors that may influence a user’s perception of 
risk and information security are the availability heuristic, optimism bias, omission bias et cetera 
(Parsons et al, 2010). The role of these and other cognitive biases has also been studied by other 
researchers (Tsohou et al., 2015). 

Despite all the comprehensive and well-researched theories, models and factors that influence 
information security behaviour, it may take only one simple phishing test to prove that there are still 
significant and perhaps serious challenges in the security behaviour arena – an example of such a 
phishing test can be found in Kearney and Kruger (2013). With this brief mention of the more prominent 
theories and influential factors in mind, the ensuing paper theorises on risk homeostasis as a relevant 
factor (or possible theory) in information security and subsequently discusses one or two other relevant 
options that may be associated with information security and the theories surrounding it. The study is 
guided by a primary research question that asks whether the understudied risk homeostasis theory (in 
the context of information security) may offer any new insights into the paradoxical information 
security behaviour of users. 

The remainder of the paper is organised as follows: The next section provides a short background or 
motivation for considering a theoretical contemplation of risk homeostasis as a factor in information 
security. This will be followed by an overview of risk homeostasis and how it relates to information 
security. The penultimate section will then focus on some further ideas in the context of information 
security. Concluding remarks are presented in the final section. 

2. Motivational background 

The significant role that the human element plays in information security means that information 
security behaviour cannot be understood completely by relying only on human data that are normally 
obtained from surveys and other measuring instruments. Doing this turns a complex human-scientific 
problem into a data-driven science that may present a whole new host of problems. 

Consider a situation in which respondents are asked to write down the most important risk to privacy. 
Based on the results (and usually a few statistical tests) it would be possible to state that the number 
one risk to privacy is risk x. It seems fair to say that some valuable learning has taken place and that 
decision-makers are now better informed to make more appropriate human security decisions. However, 
we are no closer to a greater understanding of anything and the results are far from a generalisation of 
users and their perception of risk. A response to the same question may be entirely different the next 
day, week or year. Circumstances, perceptions, technology et cetera change over time and differ from 
one organisation to the next. This makes the initial results valid for only a short and undetermined period 
of time. In addition to this, Roghanizad and Neufeld (2015) state that decisions entailing risk are reliant 
on a user’s non-rational, gut-level intuition – a clear indication that responses cannot and should not be 
generalised. A survey, measuring or even observations are acceptable, but the methodology of these 
techniques is aimed at generating more data which in themselves offer no or very little explanation or 
understanding of information security behaviour – they provide lists, catalogues and classifications 
(Fricke, 2015). 

Statistical tests that are frequently used with surveys and questionnaires present their own unique 
problems and Fricke (2015) lists, with supporting literature sources, a number of common errors in 
statistical analysis. These techniques and their associated errors are regularly employed in information 
security studies and include null hypothesis significance testing, stepwise regression, multiple 
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comparisons, subsetting, overfitting, univariate screening and dichotomising continuous variables. Also 
in the context of information security, Frangopoulos et al. (2014) warn against the problem of 
respondents being biased when completing questionnaires. They refer to social desirability (responding 
in a way that is socially acceptable) as one of the problems that is also confirmed by other information 
security researchers (Crossler et al., 2013). A survey on previous work on quantitative representation 
and analysis of information security shows that the validity of most of these methods is unclear and, 
based on this, it is then concluded that quantified security is a “weak hypothesis” (Verendel, 2009). 
Methodological challenges in quantitative empirical research are also recorded from time to time in 
other IT-related studies (Vehovar et al., 2006). 

The above arguments are by no means an objection to surveys, questionnaires or generating data 
pertaining to information security behaviour. These techniques do have advantages such as the 
continuous assessment of security-related outcomes; their usefulness in testing theories; and the fact 
that it is an easy way to get access to larger sample sizes. However, to be able to make new discoveries 
in information security behaviour that is beyond a dataset and the inductivism that goes with it, more 
theories, thoughts and problems are needed. This is exactly why, to a certain extent, researchers 
investigate psychological theories such as those mentioned in the introduction. 

There are also other theories that need to be considered in the context of information security behaviour. 
Examples include the well-known risk homeostasis theory that was introduced by Wilde (1994); 
theories on users who suffer from security fatigue (Furnell and Thomson, 2009); the theory of 
narcissism in organisations (Cox, 2012b); and the so called “slower is faster” theory (Gershenson and 
Helbing, 2015). Some of these theories have already been touched on in an information security context 
but need to be explored in more depth, as it appears that they are able to offer some conceptual 
explanations without relying too much on data that have been obtained from questionnaires. Risk 
homeostasis is one of the theories that has been associated with information security a number of times 
(Pattinson and Anderson, 2004; Stewart, 2004). In the next section, risk homeostasis will be investigated 
theoretically as a model that may assist in understanding some of the recurring information security 
behaviour problems. It will be argued, amongst other things, that there may be certain commonalities 
between risk homeostasis and other theories such as the PMT framework that has been mentioned 
earlier. If there are indeed links between the two frameworks, the large number of studies on PMT 
certainly warrants a closer look to risk homeostasis and it may be worthwhile to at least start theorising 
on the risk homeostasis theory and what it may offer to information security.  

3. The theory of risk homeostasis 

It is clear from the literature that the different behavioural theories that have been mentioned in the 
introduction are popular and well-researched topics in information security. The risk homeostasis 
theory, however, seems to be a topic that is not one of the current focus points in information security. 
Very few resources on studies exist in which risk homeostasis is treated as a factor or an influential 
theory in information security. Pattinson and Anderson (2004) have performed an introductory study of 
risk homeostasis as a factor in information security, but other researchers only briefly mention the 
theory as a possible explanatory tool (Albrechtsen and Hovden, 2009; Parsons et al., 2010). 
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3.1 Risk homeostasis explained 

Risk homeostasis is a risk compensation or behavioural adaptation theory that was introduced by Wilde 
(1994, 2001). According to the theory, people will accept a certain level of risk until the situation 
changes, for example by introducing new or additional safety measures. People will then change their 
behaviour to compensate for a change in risk levels. Parsons et al. (2010) state succinctly that “if 
conditions are perceived to be less risky, then people may take more risk, and if the conditions are 
perceived to be more risky, then the amount of risk taken may be reduced”. Wilde (2001) explains the 
theory by using a thermostatic control model that continuously changes to maintain a desired 
temperature. The theory was primarily developed and demonstrated in the area of road safety with the 
1967 Sweden change from left-hand to right-hand traffic (Wilde, 1998) and the accident rate per head 
of a population (Wilde, 2001) as representative examples. Application of the theory is not just limited 
to road safety and similar examples, though; it can be found in the medical field where vaccination, for 
example, may encourage promiscuity (Brewer et al., 2007; Pinkerton, 2001). The homeostatic model 
that has been suggested by Wilde is depicted in Figure 1 with some minor word changes to reflect an 
information security environment.  

            

      

 

 

         
  

 

 

           

 

    

       

Figure 1: Risk homeostasis model, adapted from Wilde (2001) 

The principles of the model in Figure 1 can be summarised in the context of information security as 
follows: 

A user may determine a preferred or target level of risk (box 3), based on factors such as experience, 
information security training and awareness programmes, cultural factors and social factors (box 1). 
Wilde (2001) argues that this target level of risk is specifically determined by four categories of 
motivating (subjective utility) factors, namely the expected advantages of comparatively risky 
behaviour alternatives (e.g. saving time by ignoring a security measure); the expected costs of 
comparatively risky behaviour alternatives (e.g. time and effort to recover from a computer virus); the 
expected benefits of comparatively safe behaviour alternatives (e.g. maintaining the confidentiality, 
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integrity and availability of information); and the expected costs of comparatively safe behaviour 
alternatives (e.g. cumbersome procedures). Based on these four categories, it is then concluded that if 
the expected advantage of risky behaviour (category 1) and the expected costs of save behaviour 
(category 4) are high, the target level of risk will also be high. Conversely, the target level of risk will 
be low if the expected costs of risky behaviour (category 2) and the expected benefits of safe behaviour 
(category 3) are high. Any significant information-security-related event will cause a change in the 
perceived level of risk (box 4). If new security measures are implemented, for example, or if new 
security threats emerge, the perceived level of risk will be lower or higher accordingly. This change 
means that the perceived risk has become notably different (lower or higher) than the target level of 
risk. In the case of a new threat, users tend to change their security behaviour by choosing more secure 
alternative options (box 6). This, in turn, will result in a change of status (rate) of security breaches (box 
7). As time passes and users become more informed about the new threat, they may realise that the 
threat is not that serious, or they may discover that the new threat is well controlled through new security 
measures, or they may simply become used to the new threat. The level of perceived risk may then drop 
below the target risk and users may start to behave less cautiously, which will then result in a new surge 
in the number of security breaches. A risk homeostasis model is therefore a closed loop of processes 
and variables that are continuously adjusted and does not imply constancy. It should thus be seen as a 
process and not an outcome (Wilde, 2001). The homeostasis process operates on the level of individuals, 
but Wilde also argues that individuals collectively represent larger groups or populations of people. 

It is noteworthy that the risk homeostasis theory is not free from negative critique and there are 
researchers who do not agree with the theory. O’Neill and Williams (1998) present a rather sarcastic 
rebuttal of the theory and reject it as a mere hypothesis. Their arguments are based on road safety 
examples and may be debatable. Trimpop (1996) provides further details and literature references on 
arguments for and against risk homeostasis. 

3.2 Risk homeostasis in information security 

Surprisingly, there is very little in the literature on risk homeostasis in the context of information 
security. Pattinson and Anderson (2004) believe that risk homeostasis applies to many information 
security scenarios. According to them, risk homeostasis is a management theory and the essence of 
information security is to manage risk. To demonstrate its applicability, they describe a few practical 
(hypothetical) examples that include firewalls and anti-virus software, the introduction of a new 
security-related policy, physical security and the use of specific software controls. Based on these 
examples, they then conclude that there may be a number of advantages for organisations if they 
recognise risk homeostasis as a valid component of information security risk. Stewart (2004) also 
contends that risk homeostasis is a factor in information security and presents new directions for security 
professionals, companies and the security industry on how to treat risk. Risk homeostasis theory in the 
context of information security was also referred to in a study by Sawyer et al. (1999). In this research 
report, the authors studied the role of risk homeostasis in response to the well-known Michelangelo 
computer virus threat and concluded that risk homeostasis does indeed play a role in risk perceptions, 
risky behaviours and protective behaviours. Other researchers mention risk homeostasis only briefly as 
a possible tool for explaining risk issues in information security. Examples include Farahmand et al. 
(2008), who presented risk homeostasis as background information in their study on incentives and 
perceptions of information security risks; Pattinson and Anderson (2007), who listed the theory of risk 
homeostasis as one of the human factors that will impact upon an organisation’s information security 
environment; Albrechtsen (2007), who suggested risk homeostasis theory as an explanation for poor 
security behaviour of users and, based on this, concluded that new approaches are needed to manage 
the role of users in information security; and D’Arcy and Green (2014), who noted an unexpected 
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negative association between perceived organisational support and security compliance intention. They 
posited that the explanation for this observation is related to the concept of risk homeostasis, as 
employees who perceive strong organisational support in general may feel that information security 
problems will be handled by the IT department and that compliance practices are therefore not critical. 
Studies also exist where the focus is on different (but related) topics, but where the risk homeostasis 
theory is mentioned, for example in a study of Williams and Noyes (2007) on perceptions of risk in 
decision-making, and in a study of Workman et al. (2008), who constructed a threat control model to 
understand the knowing-doing gap of users.  

One of the problems of accepting the risk homeostasis theory in the context of information security is 
the difficulty in determining the extent of its application (Pattinson and Anderson, 2004). The use of a 
repertory grid technique to try and measure risk-taking behaviour has been proposed by Pattinson and 
Anderson (2004), whereas Hoyes et al. (1996) list four approaches to evaluate the claims of risk 
homeostasis. These four approaches are the construction of theoretical/cognitive and mathematical 
models; the examination of loss statistics; the performance of experiments in which measures are taken 
before and after an intervention; and simulation studies. It is important to note that all these proposed 
methodologies have their own unique shortcomings and may not be suitable in all circumstances. What 
is significant, though, is that the mechanism in risk homeostasis (to adjust or regulate risk) involves 
three behavioural changes, namely behavioural adjustments within the environment (to do the same 
thing but in a different manner); “mode migration” (to stop doing something and to do something else 
in order to achieve the same objective); and avoidance (to stop doing something) (Hoyes et al., 1996). 

In an effort to demonstrate (not to prove) the possible presence of homeostatic principles in information 
security behaviour, the ensuing paragraphs of this section refer to case studies that were conducted 
earlier and that have already been reported on in the literature (Kearney and Kruger, 2013; 2014). The 
case studies entail practical information security exercises that were conducted at a very large utility 
company with over 3,500 IT users. The company has an in-house information security training 
programme that is mandatory for all staff with access to the IT infrastructure. The main objective of 
this programme is to make IT users aware of information security threats and risks, as well as to explain 
to them their responsibilities and role in protecting the company’s information assets. There are also a 
variety of formal and informal channels to inform users on an on-going basis of the importance of 
information security and its associated risks. Top management views information security as a vital 
function and promotes its support for a strong and secure information environment publicly. All of these 
are indicators that a high level of information security awareness is maintained in the company. The 
high level of information security awareness is further confirmed by formal (e.g. internal audits) and 
informal (e.g. conversations, newsletters and seminars) activities in various sections of the company. It 
is therefore reasonable to assume that IT workers in the company under study are well informed about 
information security, the associated risks and threats and how to react or respond to them. 

Against this background of a high level of information security awareness, a practical phishing 
experiment was conducted in which users were asked (via email) to provide their usernames and 
passwords on a web link. The results were unexpected and contradictory to the high levels of security 
awareness; of the 280 users who responded over a short period of time, 231 (83%) revealed the required 
personal details. Complete details of the phishing exercise were reported in Kearney and Kruger (2013). 
This test was later on followed up with a similar phishing test and results showed that there was no 
improvement in terms of the number of people who gave away their personal details; in fact, the 
numbers increased from the first to the second test. Detailed results on this follow-up test were presented 
in Kearney and Kruger (2014). 
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In an effort to understand the observed security behaviour better, a trust survey was conducted (Kearney 
and Kruger, 2014). The aim of the trust survey that was carried out on an interview basis was to 
determine whether trust plays a role in information security behaviour. A secondary objective was to 
obtain specific information on how users perceive risks and controls pertaining to email and social 
engineering threats. Results of the trust survey have shown that there is a significant high level of trust 
amongst employees in the ability of the company to provide a safe, secure and trustworthy environment. 
Without exception, responses to questions such as “Do you think the organisation protects and secures 
email communications and related data adequately?” were all positive. A significant number of 
respondents also indicated that they prefer to do their home banking and other online transactions from 
work as they feel protected and safe in the work IT environment. Further significant and insightful 
information was obtained (and confirmed) during follow-up informal discussions with some of the 
respondents. Explanations on why certain actions are normally taken, including aspects such as 
workload, limited time to complete tasks, trust and experience of well-controlled risk areas, were given 
by a large number of respondents. 

 Based on the results of these practical tests, it appears as if risk homeostatic principles do play a role 
in information security behaviour. When employees, for example, know or perceive that adequate 
controls are in place, they will adjust their risk exposure upwards. Users may become more careless and 
respond to the phishing scam when they know (or perceive) that adequate controls (e.g. spam filters) 
are in place. The observed high level of trust and associated high number of phishing victims are in line 
with the risk homeostasis concept, that is, the high level of trust (and thus the low level of risk 
experienced by users) apparently leads to users compensating for low risk by changing their behaviour 
and taking more risks, eventually becoming victims of a security breach such as the phishing test. 
Furthermore, circumstances and feedback that has been received fit perfectly into the motivating factors 
that Wilde (2001) claims to be determinants of the target level of risk (see section 3.1). The advantage 
of risky behaviour that is fuelled by the high level of trust is fairly high – this is evidenced by remarks 
of respondents such as “I have a high workload” (and thus no time for random small problems); “I need 
to complete certain tasks”; and “I do not have time for cumbersome procedures to investigate or report 
emails”. These issues make it much more attractive to choose the riskier option of providing the required 
details. It is also a fact that the cost of safe behaviour is high. If a user wants to investigate or report the 
incident, it will take time – something that users are not prepared to give up easily. Users confirmed 
that they trust and have experience of good controls; this contributes to an attitude of “no need for 
concern”. The high levels of these two motivating factors will drive the target risk that users are willing 
to take higher, whereas the perceived risk is low; this, in turn, will result in riskier behaviour such as 
falling for a phishing scam. It may be argued that users can simply ignore the phishing email, which is 
the correct thing to do. However, the high levels of trust, coupled with a perceived safe and secure 
environment, cause many users to believe that if they do receive an email, it will be a legitimate message 
to which they should respond – a typical homeostatic assumption. 

The real world example described here does not prove that risk homeostasis is present in each and every 
security incident. It is a practical test and observation that support the homeostatic arguments of other 
researchers and provide new insights into security behaviour. More importantly, it opens up new and 
exciting avenues that can be explored (together with other psychological models) to explain the 
sometimes paradoxical information security behaviour. 

3.3 Risk homeostasis: similarities with other models 

As mentioned in the introduction, the use of psychological and other cognitive models in information 
security has almost become a de facto standard. Some of the more prominent models and their 
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application were briefly discussed in the introduction. Additional support for this type of approach in 
information security can also be found in other more generic studies of researchers such as Anderson 
and Moore (2009), Enrici et al. (2010) and Tsohou et al. (2015). 

Risk homeostasis is also considered a behavioural framework that tries to explain behaviour in terms 
of risk and there are many conspicuous similarities between risk homeostasis and the other prominent 
behaviour models. Given the popularity of these other models and approaches in information security 
behaviour, it is noteworthy that there is a considerable lack of studies on risk homeostasis as a potential 
explanatory theory for information security behaviour. The rationale of this section is therefore to 
highlight some of the similarities between risk homeostasis and other well-studied behavioural models 
briefly. The idea is to show the need for more focused risk homeostasis studies in the context of 
information security. 

The theory of reasoned action (TRA) and its extension, the theory of planned behaviour (TPB), are 
mainly based on users’ intention which is driven by their attitude towards security behaviour. Bulgurcu 
et al. (2010) have drawn on the TPB model and state that attitude is influenced by benefit of compliance, 
cost of compliance and cost of non-compliance. Wilde’s (2001) motivating factors in risk homeostasis 
are also significantly influenced by attitudes and perceived behavioural control. The statements by 
Bulgurcu et al. (2010) may therefore also be stated in terms of the motivating factors in risk homeostasis, 
for example the benefit of safe behaviour (compliance), cost of safe behaviour (compliance) and cost of 
risky behaviour (non-compliance).  

There also seems to be an “overlap” amongst concepts in protection motivation theory (PMT) and the 
motivating factors in risk homeostasis. Ifinedo (2012) explains that PMT consists of two distinct 
processes called a threat appraisal and a coping appraisal. Part of the threat appraisal is an evaluation 
of the perceived severity, in other words the severity of the consequences of the event, for example non-
compliance (behaviour) with a security policy. This is an analogous statement of Wilde’s motivating 
factors where the advantages and costs of behaviour are weighed. The coping appraisal process consists 
of elements such as response efficacy (the belief about the perceived benefits of the action taken) and 
response cost (the perceived opportunity cost adopting a recommended behaviour). Again, these 
elements translate seemingly easy into the motivating factors of risk homeostasis. 

Other theories such as the general deterrence theory (GDT) and the closely related factor of fear are 
also related to the motivating factors, as an emotion such as fear will influence a user’s decision on 
expected cost benefits of a safe or risky behaviour option. This is confirmed by Johnston and Warkentin 
(2010) who concluded that fear appeals do impact end user behavioural intentions to comply with 
recommended individual acts of security. 

The aim of this summarised section is not to provide a comparative analysis of risk homeostasis with 
other well-known behavioural models, but rather to point out that all these models have similarities and 
are, to a certain degree, in one way or another linked to each other. It therefore seems that if the (other) 
psychological models are frequently studied in the context of information security, the seemingly 
associated risk homeostasis theory will probably also provide new insights and explanations to the 
recurring information security problems that are linked to the human element in information security.  

4. Discussion and concluding remarks 

Risk homeostasis on its own cannot provide absolute answers to information security behaviour. 
Shameli-Sendi et al. (2016) rightly pointed out that risk is also dependent on other factors that are 
constantly changing. These other factors will influence the perceived benefits and costs of a chosen 
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behaviour. One example is the personal trait of narcissism that will influence perceptions and behaviour. 
Narcissism is described by Campbell et al. (2011) as a stable individual difference consisting of 
grandiosity, self-love and inflated self-views but except for the work of Cox (2012a, 2012b), there is 
very little on narcissism and information security in the literature. 

The objective of the brief discussion of risk homeostasis in this paper is to highlight the opportunity to 
further theorise on information security risks, behaviour and a possible model that can help in explaining 
these intricacies. Security specialists and decision-makers will have to acknowledge that risk is not 
really quantifiable and that the evaluation of multiple risk factors pertaining to the human aspects of 
information security is only subjective. Due to the overwhelming human aspects and the many 
influencing factors, it is also necessary to accept that information security no longer operates in a 
paradigm of order where it is assumed that all phenomena are context-free; what is needed is a multi-
level understanding of information security and the environment in which it operates. Stewart (2004) 
clearly explains the difference between another control measure and the creating of an environment in 
which users understand risks. According to his explanation, Western Australia passed a law in 1992 
that made the wearing of a safety helmet for cyclers compulsory. However, the number of fatalities 
remained more or less on the same level after the law was passed. In the Netherlands, with more cyclists 
and only a few of them wearing helmets, the fatality and injury rates were much lower. The difference, 
according to Stewart, is that Australia identified a risk and implemented a control, whereas the 
Netherlands created an environment in which cyclists (users) could understand the risks and 
implemented new strategies (e.g. dedicated cycle lanes) to deal with the problem. 

In general, the acceptance of a risk homeostasis model implies two important concepts to be dealt with, 
namely monitoring and intervention. It is important that a monitoring system is implemented to 
determine whether risk homeostasis principles are present and whether target and actual risk levels are 
appropriately evaluated. A natural starting point in the management and monitoring of information 
security risks is to ensure that the expectations of different groups of people are well managed. One 
way to do this is to assess the level of possible perceptual differences, which may give an indication of 
differences in the perceived and target levels of risk. Measuring techniques to achieve this are well 
documented in the literature (Ackam et al., 2015; Albrechtsen and Hovden, 2009; Posey et al., 2014). 
Another tool is trust surveys that may be employed to identify the presence of homeostatic activities. 
In section 3.2, an example of such a trust survey and the way in which it may be linked to risk 
homeostasis have been presented. Furthermore, certain practical, information security-related tests may 
be used to reveal information on risk levels and a need for intervention. An example of a practical 
security test is a phishing exercise – also briefly described in section 3.2. These types of security tests 
will provide valuable insights into risk levels of a risk homeostasis model and are also well documented 
in the literature (Jansson and Von Solms, 2013; Pattinson et al., 2012). Finally, more direct and intensive 
investigations into different cost/benefit scenarios may be performed to monitor and evaluate risks in a 
risk homeostasis model. Beautement et al. (2008) have conducted an informative study in this regard 
that can be translated directly to the principles of a risk homeostasis model. In this study, examples of 
specific scenarios of cost/benefit perceptions that were evaluated through user interviews are presented. 
Examples of such practical scenarios and monitoring opportunities documented by Beautement et al. 
include the cost or benefits of centrally scheduled tasks (e.g., automated virus scans); additional 
authentication; use of encryption; and restrictive firewalls. 

In addition to the monitoring aspect, the risk homeostasis theory also suggests that interventions 
(usually technology, new policies or new awareness campaigns) be implemented to adjust perceived 
risk levels. A major issue with this, again, is the link between the human aspects and the interventions. 
In his recommendations, Stewart (2004) posits that this is frustrating for users, especially when users 
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believe that the level of security is sufficient. This implies that whenever risk homeostasis is considered 
as a model for managing risk, special attention should be given to the way in which risks and awareness 
are presented to users. Security measures may sometimes be perceived as being an obstacle and are then 
simply ignored (Bada and Sasse, 2014). In other cases, security-related information passed on to users 
may be so overwhelming that users may filter them out mentally as being something similar to spam 
(Furnell and Thomson, 2009). This important aspect of security fatigue should be taken into account 
when using the risk homeostasis model to manage risks and security behaviour. Bada and Sasse (2014) 
refer to the security versus usability triangle and argue that security fatigue will become an issue if 
security and usability are not balanced. The two concepts tend to be inversely related and a high secure 
system with low usability will result in a secure system that no one uses, whereas a low secure system 
with high usability will be used by everyone, including unauthorised users. Security fatigue is a real 
threat in general, but also specifically in the risk homeostasis model when the aim is to change 
perceptions of users. Furnell and Thomson (2009) offer guidelines on security fatigue factors that 
include effort (the requirement to comply); difficulty (ease in providing the required effort); and 
importance (way in which a user prioritise the need to secure an asset). 

When considering security fatigue and security measures, Norman (2010) makes the following 
statement: “The more secure you make something, the less secure it becomes”. This is an issue that 
should be considered seriously by security specialists. A possible framework to understand this 
contradictory principle that has not yet been applied in an information security context is the slower is 
faster (SIF) effect that has been described by Gershenson and Helbing (2015). The basic premise behind 
the SIF effect is that a system performs worse when the components of the system are trying to do 
better. Gershenson and Helbing present various examples to illustrate this effect. Some of the examples 
include pedestrian dynamics (individuals trying to evacuate a room too quickly, leading to clogging and 
a reduced outflow as opposed to a calmer and slower evacuation), vehicle traffic, social dynamics, 
ecological systems, logistics and supply chains. The most probable message from the SIF effect to 
information security is that security awareness programmes need to contain selective material and 
should not be bombarding users with overwhelming amounts of security information that may 
ultimately result in less security. 

Presenting less (security) information to achieve better (security) behaviour appears to be viable. Bargh 
et al. (1996) performed interesting experiments to show that behaviour is often triggered automatically 
in the mere presence of relevant situational factors. In one of these experiments, participants were asked 
to construct short sentences from a few scrambled words. The authors used three versions of the 
scrambled-sentence test with the first one being intended to prime the construct rude (using words such 
as aggressive, annoying, interrupt and infringe); the next one intended to prime the construct polite 
(using words such as respect, cordial and courteous); and the last one intended to prime a neutral 
condition. Once a participant had constructed the sentences in one of the three categories, he/she was 
asked to proceed to the next room in order to receive further instructions. In this room, the instructor 
was talking to another person, causing the arriving participant to wait. The time taken before the arriving 
participant would interrupt them was recorded and the interesting and surprising results were that those 
who were exposed to “rude” words would interrupt them quicker than those who were exposed to 
“neutral” words. The participants exposed to “polite” words would wait the longest before they would 
interrupt. Using the results of this automaticity of social behaviour experiment, the question for 
information security specialists is the following: Would it not be more advantageous to have a security 
awareness programme (or whatever is used to try and influence behaviour) that focuses on “short” 
pieces of information rather than the traditional “longer” security and awareness programmes? This 
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approach will not only influence behaviour but will also serve as a counter measure for security fatigue. 
It also fits in perfectly with the SIF effect. 

To further illustrate the potential problem of too much security information and too many controls, a 
small practical test was conducted by using a non-probability convenience sampling method. These 
types of sampling methods provide a quick and easy way to poll the opinion of people (Wegner, 1993). 
Twenty five fourth-year students in Computer Science were asked to express what their preference was 
between two different instructions on how to choose a password. The first option simply states, “Choose 
and manage your password in a safe and secure manner to ensure that it stays confidential at all times”. 
The second option also instructs them to choose a password and then presents a list of 14 properties of 
a safe password (e.g. length, characters to use etc.) that respondents have to comply with. A total of 18 
students responded and 50% of them indicated that they would prefer the shorter instruction in the first 
option. Comments on why they chose the shorter instruction include the following: “I know the 
importance of passwords”; “Too many instructions will lead to people not worrying anymore”; and 
“Too many rules are irritating”. It should be noted that these respondents were students who had not 
yet entered the work place and had not yet been exposed to formal information security training and 
awareness programmes. Despite these facts, they already showed a preference for shorter or easier 
security messages – and maybe they already suffered from security fatigue, albeit to a lesser extent. 

To summarise: Risk homeostasis offers to decision-makers a different (and not sufficiently explored) 
way of understanding and managing risk and information security behaviour. The homeostatic principle 
of interventions to adjust perceived and target risk may cause other difficulties of which security fatigue 
appears to be an important role player. The potential problems associated with security fatigue may, 
however, be addressed with other sociological approaches such as the slower is faster (SIF) effect and 
the automaticity of social behaviour experiments that complement each other. 

5. Conclusion 

The human aspect of information security has turned it into a complex area of study. There is 
widespread recognition of the fact that technology on its own does no longer offer complete solutions 
to the information security problem. New models, approaches and techniques are needed to manage and 
understand information security risks and behaviour. What seems to be popular amongst security 
specialists is to investigate and apply behavioural theories that originate from the psychological and 
social sciences. One such theory that appears to be almost ignored in the context of information security 
is the theory of risk homeostasis. Some information security researchers have touched on this theory 
(Farahmad et al., 2008; Pattinson and Anderson, 2004; Stewart, 2004), but there is a general lack of 
literature on risk homeostasis in information security. This paper attempts to create an opportunity to 
begin theorising on risk homeostasis as a model that should be considered, along with other factors, in 
information security frameworks. 

The paper suggests that risk homeostasis offers a different view and way of understanding security 
behaviour. A brief motivation on why risk homeostasis should be considered was followed by a 
description of the theory. The model’s applicability to information security was explained and 
similarities with other behavioural frameworks were highlighted. In the final concluding remarks, it 
was also pointed out that there are two issues attached to the adoption of a risk homeostasis model – a 
need for a monitoring function as well as a need to implement specific interventions to adjust perceived 
risk levels. Linked to these two issues are specific difficulties, of which security fatigue is a major role 
player that may occur when applying the homeostatic principles. Suggestions to deal with this problem 
were made and include approaches that have not yet been implemented in information security – the 
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two approaches that were suggested are the slower is faster (SIF) effect and an automaticity of social 
behaviour assumption. 

In general, the paper opens up the prospect to theorise on the risk homeostasis concept in information 
security behaviour and culture. At a more practical level, it offers decision-makers and security 
specialists useful information and new insights that could be advantageous in a strategic security 
planning process. 
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Chapter 8 

Summary and conclusion 
 

8.1 Introduction 

Chapter 8 is the final chapter of the research project. A synopsis of the study and the way in which the 

research objectives have been achieved are presented. The chapter is then concluded with some 

limitations as well as direction for further research. 

 

8.2 Synopsis of the study 

The thesis comprises seven chapters, followed by this final summary and conclusion chapter. The first 

chapter is an introductory chapter that contextualises the study. The next chapter presents a high-level 

summary of examples of literature used in the study. Five articles are then presented, each as a chapter. 

A synopsis of each of the first seven chapters will be given in this section. 

 

Chapter 1 serves as an introduction and orientation to the study. Background information to the 

information security behaviour problem was presented, which gave rise to the problem statement, 

research objectives, and the research design and paradigm. The research aims and objectives of the 

study, as set out in Chapter 1, were as follows: 

Primary objective 

- To research the link between risk homeostasis and aspects of information security behaviour  

Secondary objectives 

- The construction of an appropriate framework that can be used to identify unique dimensions 

of good corporate governance 

- A demonstration of how a security incident (social engineering) can create opportunities for 

organisational learning 

- Investigating the role of trust as a possible explanatory variable in the privacy paradox 

- Studying the influence of perceptual differences in contradictory information security 

behaviours 

  

Chapter 2 was devoted to a high-level summary of examples of literature resources used in the study. 

Each of the other chapters contains a comprehensive bibliography, hence the summarised literature 

review presented in Chapter 2. 

 

In Chapter 3, the manuscript entitled “A framework for good corporate governance and organisational 

learning – an empirical study” was presented. This paper details the use of a value-focused approach to 

determine unique dimensions of good corporate governance. This resulted in a framework for 



97 
 

practitioners to determine fundamental objectives and how to achieve them. The framework, as well as 

the methodology to construct the framework, is a new contribution in the field of corporate governance, 

particularly in the risk management area. In offering this framework, Chapter 3 realised the first 

secondary research objective of the study successfully. 

 

In Chapter 4, the manuscript entitled “Phishing and organisational learning” was presented. This paper 

shows firstly how a practical security incident can create an opportunity for organisational learning. 

Secondly, the practical social engineering test provides empirical evidence to highlight information 

security behaviour problems (i.e. the privacy paradox) despite high levels of information security 

awareness. The combination of a security incident and organisational learning, and the empirical 

confirmation of problems such as the privacy paradox are new contributions in the field of both 

information security behaviour and organisational learning. This fulfilled the requirements for the 

second secondary research objective of the study. 

 

Chapter 5 comprises the manuscript entitled “Considering the influence of human trust in practical 

social engineering”. The paper describes a unique trust survey linked to the practical social engineering 

tests and confirms that human trust plays a role in the information security knowing-doing gap. The 

specially focused trust survey provides empirical evidence of the trust aspect in information security 

behaviour and is an early indication of risk homeostasis as a factor in information security. This insight 

and empirical confirmation addressed the third secondary research objective successfully. 

 

The manuscript “Can perceptual differences account for enigmatic information security behaviour in 

an organisation?” is presented as Chapter 6. In this paper, a specially focused survey on perceptual 

differences is described between different groups of people. The paper then shows that perceptual 

congruence is a prerequisite for a successful information security environment. Finally, based on this 

result, a new model is proposed for a safe and secure information environment. The perceptual 

differences survey and the new proposed model constitute contributions and realised the fourth 

secondary research objective successfully. 

 

In Chapter 7, the manuscript entitled “Theorising on risk homeostasis in the context of information 

security behaviour” was presented. The previous chapters on risk dimensions, phishing and 

organisational learning, trust and perceptual differences all lead to this final paper on risk homeostasis 

as a factor in information security. The paper opens up new prospects to theorise on the risk homeostasis 

model (which is understudied in information security) as a framework that can be used to explain and 

predict information security behaviour. At a more practical level, the results from this paper offer 

decision makers and security specialists useful information and new insights in order to perform proper, 

strategic security planning activities. Theorising on risk homeostasis in information security at the level 
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of detail that has been presented in this study is a new contribution to the body of knowledge in 

information risk management, information security behaviour and the use of psychological models in 

the field of information security. The results of this paper fulfilled the requirements for meeting the 

primary objective of the study. 

 

Figure 8.1 is a graphical illustration of how the research objectives were linked to the research questions 

(see Section 1.3, Chapter 1) and how they were addressed. 

 
Figure 8.1: Assessment of the research objectives 

 

The contributions made by this research study (and briefly mentioned above) were presented in Section 

1.8 of Chapter 1. 

 

 

 

 Addressed in 
Chapter 3 

Addressed in 
Chapter 5 

Addressed in 
Chapter 6 

Addressed in 
Chapter 7 

 Addressed in 
Chapter 4 
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8.3 Limitations of the study 

This thesis is based on work that was performed at one large utility organisation. This may be seen as 

a limitation. However, the company that had been selected for the study is a perfect representative of 

modern day companies. The size of the company, as well as the state-of-the-art technology used in the 

company and the well educated workforce at the company, makes it a suitable candidate for these types 

of studies. 

 

Owing to time considerations, a key limitation of the project was the inability to fully apply a risk 

homeostasis model in the company under study and to evaluate such a model in practice. For this reason, 

the researcher has to content himself with a theoretical overview of risk homeostasis as a factor in 

information security. However, the theoretical overview, together with the results of the empirical 

experiments and the surveys, does provide sufficiently new knowledge and insights that open up new 

research avenues and create new practical and strategic opportunities.  

 

8.4 Direction for future research 

Although all objectives of the study were achieved successfully, the work performed here can be further 

evaluated in different sized organisations and different industry sectors. The practical utilisation of a 

newly developed theory or model takes time, as information security practitioners may be cautious to 

apply new methodologies in information security behaviour areas. The proposed approach therefore 

needs to be constantly tested, adapted and improved over time. 

 

Despite the uniqueness of different organisations, it may be worthwhile to research the feasibility of 

standardised measuring instruments (i.e. to determine trust levels, perceptual differences etc.). A 

universal assessment method that can be used in conjunction with a risk homeostasis framework should 

also be of great advantage. 

 

The use of a risk homeostasis model encourages the updating of information security policies, controls 

and awareness programmes. Further research could focus on the best way in which to integrate these 

aspects into a risk homeostasis model. 

 

8.5 Chapter conclusion 

Chapter 8 is the final chapter of this research project. The chapter presented a synopsis of the study and 

showed how the research objectives had been achieved. In conclusion, limitations of the study and 

possible future research opportunities were outlined. 

 

  



100 
 

Appendix A 

Phishing e-mail message used in first practical test 
To protect confidentiality and ensure privacy and anonymity of the organisation where the study was 

conducted, the company’s real name was changed for publication purposes (e.g. ABC Corporation). 
 

 

 

 

  

 

  



101 
 

Appendix B 

Phishing e-mail message used in follow-up practical test 
To protect confidentiality and ensure privacy and anonymity of the organisation where the study was 

conducted, the company’s real name was changed for publication purposes (e.g. ABC Corporation). 

 

The details of 2nd phishing e-mail were the same as the first one (Appendix A) except for the wording 

of the short message. 
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Appendix C 

Measuring instrument – trust survey 
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Business Unit: ☐  ___________________Managerial ☐____________________Non-Managerial: ☐

______________________ 

 

 

1. Have you ever been a victim of online fraud or cyber-crime in any form in the last 12 

months? 
Yes☐ No ☐ 

2. Do you have both personal and work/corporate email accounts? Yes☐ No ☐ 

3. Are you aware of the compulsory Information Security training course in the 

Corporation? 
Yes☐ No ☐ 

4. Have you completed the information security course? Yes☐ No ☐ 

5. Are you aware of or know what the word or term “phishing” means? 

 

Fully aware Little aware Heard the term Not quite sure Never heard of it 

1☐ 2☐ 3☐ 4☐ 5☐ 

6. Have you ever received an email message or SMS on any of your private devices or 

emails asking for banking details, giving you a lottery win, asking to facilitate a large cash 

transaction or anything similar? 

Yes☐ No ☐ 

7. Have you ever received an email message or SMS on Corporate devices or emails asking 

for banking details, giving you a lottery win, asking to facilitate a large cash transaction 

or anything similar? 

Yes☐ No ☐ 

8. Do you treat suspicious emails received at home differently from those at work? Yes☐ No ☐ 

9. To what extent do you think the Corporation provides a secure or trustworthy IT environment? 

Very secure Somewhat secure Neutral Not very secure Very insecure 

1☐ 2☐ 3☐ 4☐ 5☐ 

 

10. Do you know what to do with a suspicious email at work? 

 

Fully aware Somewhat aware Neutral Not very secure Very insecure 

1☐ 2☐ 3☐ 4☐ 5☐ 

 

11. How often do you get suspicious emails at work?   

 

At least daily Weekly Fortnightly Monthly Yearly or less 

Insert name of survey 

Date:  
Name: 



104 
 

1☐ 2☐ 3☐ 4☐ 5☐ 

 

12. To what extent do you think the corporation responsible for the legitimacy or authenticity of emails received in 

your work Outlook in-box? 

 

Fully responsible 

Somewhat 

responsible Unsure A little responsible Not at all 

1☐ 2☐ 3☐ 4☐ 5☐ 

 

13. How often do you get suspicious email's at your private or personal address? 

 

At least daily Weekly Fortnightly Monthly Yearly of less 

1☐ 2☐ 3☐ 4☐ 5☐ 

 

14. Do you consider email’s received at the Corporation as safe and trustworthy? 

 

Strongly agree Agree Neutral Disagree Strongly disagree 

1☐ 2☐ 3☐ 4☐ 5☐ 

 

15. Do you do feel confident enough in the corporate systems to do your personal online banking? 

 

Always Possibly Not sure Doubtful Never 

1☐ 2☐ 3☐ 4☐ 5☐ 

 

16. Do you do feel confident enough in your own home systems to do your personal online banking? 

 

Always Possibly Not sure Doubtful Never 

1☐ 2☐ 3☐ 4☐ 5☐ 

 

17. Do you think the corporation protects and secures email communications and related data adequately? 

 

Fully Somewhat Neutral Not entirely Not at all 

1☐ 2☐ 3☐ 4☐ 5☐ 
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Signature_______________________________________ 

 

 

  

 

 

18. Do you believe that you have enough knowledge or information to manage your information security risks? 

 

Completely Somewhat Neutral Not entirely Not at all 

1☐ 2☐ 3☐ 4☐ 5☐ 

 

19. Would you do internet banking at an internet café, free wifi hotspot or somewhere similar? 

 

Always Possibly Not sure Doubtful Never 

1☐ 2☐ 3☐ 4☐ 5☐ 

 

20. Do you think the Corporation should be testing staff awareness of "phishing" by conduction tests using dummy or 

fake emails? 

 

Always Possibly Not sure Doubtful Never 

1☐ 2☐ 3☐ 4☐ 5☐ 
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Appendix D 

Consent and measuring instrument – perceptual differences survey 
 

 

 

 

 
 

 

1. In your opinion, how well does the corporation manage their cyber risks (information security) 

Poor Neither Well nor Poor  Well Very Well Excellent 

☐ 
 

☐ ☐ ☐ ☐ 

 
Comment_________________________________________________________________________ 
_________________________________________________________________________________ 
_________________________________________________________________________________ 
_________________________________________________________________________________ 
 
2. How many of the following measures does the corporation use to manage information security risks? 
                  

2.1. Firewalls     Yes☐   No ☐   Don’t No ☐ 

2.2. Intrusion detection   Yes☐   No ☐   Don’t No ☐ 

2.3. Latest software and updates  Yes☐   No ☐   Don’t No ☐ 

2.4. Anti-virus    Yes☐   No ☐   Don’t No ☐ 

2.5. Well trained staff/training  Yes☐   No ☐   Don’t No ☐ 

2.6. Password complexity  Yes☐   No ☐   Don’t No ☐ 

2.7. Password expiry rules  Yes☐   No ☐   Don’t No ☐ 

2.8. Supporting policies and   Yes☐   No ☐   Don’t No ☐ 

procedures 

2.9. Vendor and supplier management Yes☐   No ☐   Don’t No ☐ 

2.10. Awareness programs  Yes☐   No ☐   Don’t No ☐ 

2.11. Monitoring    Yes☐   No ☐   Don’t No ☐ 

2.12. Management reporting (reactive) Yes☐   No ☐   Don’t No ☐ 

2.13. Incident Management  Yes☐   No ☐   Don’t No ☐ 

2.14. Physical security   Yes☐   No ☐   Don’t No ☐ 

Date:               Time:  

Name:  

Title or Role:  

Gender ______________   Age______   Years service ________________ 

Survey Title 
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2.15. Regulatory/legislative  Yes☐   No ☐   Don’t No ☐ 

2.16. Internal audit/assurance functions Yes☐   No ☐   Don’t No ☐ 

 

3. List the top 8 measures above in order of importance as a control to manage/mitigate information 
security risk (1 most important 5 least important) (See above) 
 
Measure 1 2 3 4 5 
1.  ☐ ☐ ☐ ☐ ☐ 

Measure 1 2 3 4 5 
2.  ☐ ☐ ☐ ☐ ☐ 

Measure 1 2 3 4 5 
3.  ☐ ☐ ☐ ☐ ☐ 

Measure 1 2 3 4 5 
4.  ☐ ☐ ☐ ☐ ☐ 

Measure 1 2 3 4 5 
5.  ☐ ☐ ☐ ☐ ☐ 

Measure 1 2 3 4 5 
6.  ☐ ☐ ☐ ☐ ☐ 

Measure 1 2 3 4 5 
7.  ☐ ☐ ☐ ☐ ☐ 

Measure 1 2 3 4 5 
9.  ☐ ☐ ☐ ☐ ☐ 

 
4. Rank the following 14 information or cyber threats or vulnerabilities facing the Corporation with a 5 
point scale, 1 being no risk, 2 little risk, 3 moderate, 4 high risk and 5 very high.(inherent, assuming no 
controls). 
         
1. Human error   

No risk Little risk  Moderate High risk  Very high 

☐ 
 

☐ ☐ ☐ ☐ 

    

2. Virus/malware infections  

No risk Little risk  Moderate High risk  Very high 

☐ 
 

☐ ☐ ☐ ☐ 

   

3. Complacency  

No risk Little risk  Moderate High risk  Very high 

☐ 
 

☐ ☐ ☐ ☐ 
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4. Misuse of sensitive information 

No risk Little risk  Moderate High risk  Very high 

☐ 
 

☐ ☐ ☐ ☐ 

   

5. Loss of information  

No risk Little risk  Moderate High risk  Very high 

☐ 
 

☐ ☐ ☐ ☐ 

    

6. Inappropriate use of email 

No risk Little risk  Moderate High risk  Very high 

☐ 
 

☐ ☐ ☐ ☐ 

    

7. Software vulnerability  

No risk Little risk  Moderate High risk  Very high 

☐ 
 

☐ ☐ ☐ ☐ 

    

8. Improper or inappropriate use of internet  

No risk Little risk  Moderate High risk  Very high 

☐ 
 

☐ ☐ ☐ ☐ 

 

9. Excessive private use  

No risk Little risk  Moderate High risk  Very high 

☐ 
 

☐ ☐ ☐ ☐ 

    

10. Social Engineering   

No risk Little risk  Moderate High risk  Very high 

☐ 
 

☐ ☐ ☐ ☐ 

   

11. Spam 

No risk Little risk  Moderate High risk  Very high 
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☐ 
 

☐ ☐ ☐ ☐ 

  

     

12. Hacking  

No risk Little risk  Moderate High risk  Very high 

☐ 
 

☐ ☐ ☐ ☐ 

  

13. Theft of equipment (hardware & software) 

No risk Little risk  Moderate High risk  Very high 

☐ 
 

☐ ☐ ☐ ☐ 

  

14. Illegal use 

No risk Little risk  Moderate High risk  Very high 

☐ 
 

☐ ☐ ☐ ☐ 

      

 
5. Rank the top 5 vulnerabilities/risks identified in order of severity, 1 being the most severe, 5 being 
less but not insignificant. (Opinion only) 
 
i. (most severe)___________________________________________________________ 
ii. ______________________________________________________________________ 
iii. ______________________________________________________________________ 
iv. ______________________________________________________________________ 
v. (least severe)___________________________________________________________ 
 
 
6. For each of the risks mentioned in Q5 above, list what you believe are the primary controls in place 
to mitigate them. 
 
No Primary Controls  

5i_______________________________________________________________________________
5ii_______________________________________________________________________________
5iii______________________________________________________________________________
5iv______________________________________________________________________________
5v_______________________________________________________________________________ 
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7. Rank these primary controls in terms of effectiveness using a 5 point scale  
 
5i 

Poor Neither Well nor Poor  Well Very Well Excellent 

☐ 
 

☐ ☐ ☐ ☐ 

 
 
5ii 

Poor Neither Well nor Poor  Well Very Well Excellent 

☐ 
 

☐ ☐ ☐ ☐ 

 
5iii 

Poor Neither Well nor Poor  Well Very Well Excellent 

☐ 
 

☐ ☐ ☐ ☐ 

 
5iv 

Poor Neither Well nor Poor  Well Very Well Excellent 

☐ 
 

☐ ☐ ☐ ☐ 

 
5v 

Poor Neither Well nor Poor  Well Very Well Excellent 

☐ 
 

☐ ☐ ☐ ☐ 

 
 
8. Do you believe that the trade-off between the effectiveness of information security versus system 
functionality and performance is at the right level (the right balance of security vs ease of use)? 
 
Yes ☐  No ☐ 
 
9. What do you believe are the reasons for your answer to Q8 above? 
 
_________________________________________________________________________________ 
_________________________________________________________________________________ 
_________________________________________________________________________________ 
 
10. In your opinion, who is responsible for information security in the Corporation? 
 
_________________________________________________________________________________ 
_________________________________________________________________________________ 
_________________________________________________________________________________ 
 
11. Is information security (in your opinion) considered a problem to be resolved with technology? 
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Yes ☐  No ☐ 
 
Comment_________________________________________________________________________ 
_________________________________________________________________________________ 
_________________________________________________________________________________ 
_________________________________________________________________________________ 
 
 
Confirm consent form signed and dated  

X

 
Consent Form – to take part in the research project  

Research Project Participation 

The purpose of this research project is to evaluate perceptions of respondents to determine if a form of 
digital divide exists at the XXXXXX Corporation. It is part of a broader study investigating whether 
risk homeostasis theory can be used to explain why social engineering experiments have the levels of 
success they do.     

This is a research project being conducted by Wayne Kearney and North-West University as part of a 
PhD research study.  You are invited to participate in this research project as an employee or contractor 
associated with the XXXXX Corporation. 

Your participation in this research study is voluntary. You may choose not to participate. If you decide 
to participate in this research survey, you may withdraw at any time. If you decide not to participate in 
this study or if you withdraw from participating at any time, you will not be penalised. 

The procedure involves a series of questions.  Your responses will be confidential and we do not use 
identifying information such as your name or position.  The XXXXX Corporation will also not be 
identified.  

The survey questions will be about information security risks, threats and vulnerabilities and how they 
are controlled.  

All raw data and your personal information will be kept confidential. The results of this study will be 
used for scholarly purposes. 

If you have any questions about the research study, please contact Wayne Kearney or Prof Hennie 
Kruger.   

Name:____________________________________________ 

Title or role:________________________________________ 

Date:__________________ 

Signature________________________ 
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Appendix E 

Consent and ethical clearance from CEO 
Details of the organisation are taken out for publication purposes. The original letter of consent and 

clearance is available from the researcher. 
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Appendix F 

Guidelines – The International Journal of Cyber-Security and Digital 

Forensics 
In accordance with the rules of the North-West University, it is a requirement to include author 

guidelines for articles presented in a thesis. This appendix contains the author guidelines for the article 

presented in Chapter 3 (The International Journal of Cyber-Security and Digital Forensics).    
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The author guidelines was obtained from the following URL: http://sdiwc.net/ijcsdf/Author-

Guidelines.php 

 

Author Guidelines 

The IJCSDF is published four (4) times a year and accepts three types of papers as follows: 

1. Research papers: that are presenting and discussing the latest, and the most profound research 

results in the scope of IJCSDF. Papers should describe new contributions in the scope of IJCSDF 

and support claims of novelty with citations to the relevant literature. Maximum word limit of 

8000!. 

2. Technical papers: that are establishing meaningful forum between practitioners and researchers 

with useful solutions in various fields of digital security and forensics. It includes all kinds of 

practical applications, which covers principles, projects, missions, techniques, tools, methods, 

processes etc. Maximum word limit of 5000 

3. Review papers: that are critically analyzing past and current research trends in the field. 

Maximum word limit of 12000! 

4. Book reviews: providing critical review of a recently published book in the scope of IJCSDF. 

Maximum word limit of 1000! 

Submitted papers should include at least 8 pages and we are highly recommending authors to give 

references to previously published papers in this journal. Referencing to previously published papers of 

our journal shows your interest as well as continues involvement in the field and as such would increase 

the chance of paper acceptance. 

Initial Submission of manuscripts 

1. Format and Presentation: The journal only accepts paper submissions as electronic versions of 

Word documents. Keep acronyms and abbreviations to a minimum and define those that do appear 

in the text. The Footnotes are not typically used; if you need to include them, use the endnote 

format. The authors are suggested to follow the journal template format in the initial submission. 

2. Figures, Tables, and Graphics: Upon initial manuscript submission, figures, tables, and other 

graphics should be included as part of the Word document. All tables and figures must be 

mentioned in the text of a paper, and include a caption. All illustrations must be clear enough to 

be read when printed in black-and-white. 

3. References: References should appear at the end of the article in the text, use square brackets and 

consecutive numbers: [1], [2-4], [3,4] for citations. References should be listed in the order they 

appear in the text. Use Times Roman 10 point font format. Samples are provided below: 

1. Hyvarinen, A., Oja, E.: Independent Component Analysis: Algorithms and Applications. 

Neural Networks 13, 411--430 (2000). 

http://sdiwc.net/ijcsdf/documents/Author-Guidelines-Template.doc
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2. May, P., Ehrlich, H.C., Steinke, T.: ZIB Structure Prediction Pipeline: Composing a Complex 

Biological Workflow through Web Services. In: Nagel, W.E., Walter, W.V., Lehner, W. 

(eds.) Euro-Par 2006. LNCS, vol. 4128, pp. 1148--1158. Springer, Heidelberg (2006). 

3. Volkov, V., Demmel, J.W.: Benchmarking GPUs to Tune Dense Linear Algebra. In: Proc. 

2008 ACM/IEEE Conference on Supercomputing, pp. 1--11, IEEE Press, New York (2008). 

4. Stone, J.V.: Independent Component Analysis: A Tutorial Introduction. MIT Press, 

Cambridge, MA (2004). 

5. Foster, I., Kesselman, C., Nick, J., Tuecke, S.: The Physiology of the Grid: an Open Grid 

Services Architecture for Distributed Systems Integration. Technical report, Global Grid 

Forum (2002) 

6. National Center for Biotechnology Information, http://www.ncbi.nlm.nih.gov 

4. Nominating preferred reviewers: during initial submission, the authors are required to nominate 

at least two reviewers as preferred reviewers for the paper. We strongly recommend nominating 

reviewers from the list of authors whose papers are referenced at your submission. However, the 

journal keeps the right to give your papers for review to any other reviewer as well! 

5. Language and Writing: All papers should be easy to read and understand with no writing or 

grammar error! The papers have to minimally meet requirements as "Doctorate/Postgraduate" 

educational level by automatic paper analyzers 

like: http://www.paperrater.com/free_paper_grader 

Journal Review Process: All papers undergo an initial review by the journal’s editor-in-chief. After a 

positive initial review, papers undergo a blind review process by two or more subject matter experts. 

Reviews are received by the editor-in-chief, who then provides the author with an editor’s report that 

includes the final recommendation: a conditional acceptance, a request for further revisions, or 

rejection. 

The linguistic consistency criterion addresses the level of written English and layout of the paper. A 

native speaker will check the papers submitted for linguistic consistency. The level of written English 

of submitted papers will be ranked between 1-5 where five (5) is for paper with excellent English and 

1 is for paper whose English is subjected to major revision. Top three (3) levels will be considered for 

acceptance. The lower levels will be proposed for revision and could be conditionally accepted. 

Thematic review will decide whether to accept or reject according to the originality, significance for 

theory and practice, quality of content and presentation of submitted paper. 

 

 

http://www.paperrater.com/free_paper_grader
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Linguistic Review Technical Review Decision 

5 (excellent) 
Accept 

Reject 

Accept 

Reject 

4 (good) 
Accept 

Reject 

Accept 

Reject 

3 (normal) 
Accept 

Reject 

Accept 

Reject 

2 (Need minor revision) 
Accept 

Reject 

Accept 

Reject 

1 (Need major revision) 
Accept 

Reject 

Accept 

Reject 

 

Papers satisfying both criteria will be considered for acceptance. Papers failing one of the two criteria 

will be recommended for revision and could be conditionally accepted. The feedback results would be 

emailed to authors no matter the paper is accepted or rejected. 

 

Submission of Final Paper: 

Prior to publication, all accepted papers should submit: 

A camera-ready version which strictly follows the journal template format. 

The author is also requested to complete a copyright form. The authors are requested to either apply 

requested reviewers comments or justify the reason that they ignore any comments of reviewers and 

submit author-response form as well. 

 

http://sdiwc.net/ijcsdf/documents/Author-Guidelines-Template.doc
http://sdiwc.net/ijcsdf/documents/IJCSDFcopyrightform.doc
http://sdiwc.net/ijcsdf/documents/authorresponseform%20-%20IJCSDF.doc


118 
 

Appendix G 

Guidelines – Security and Privacy Protection in Information Processing 

Systems, SEC 2013, IFIP AICT (Springer) 
In accordance with the rules of the North-West University, it is a requirement to include author 

guidelines for articles presented in a thesis. This appendix contains the author guidelines for the article 

presented in Chapter 4 (The IFIP SEC Conference). 
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The IFIP SEC conference is the flagship event of the International Federation for Information 

Processing (IFIP) Technical Committee 11 on Security and Privacy Protection in Information 

Processing Systems (TC-11, www.ifiptc11.org). Previous SEC conferences were held in Heraklion 

(Greece) 2012, Lucerne (Switzerland) 2011, and Brisbane (Australia) 2010. We seek submissions from 

academia, industry, and government presenting novel research on all theoretical and practical aspects 

of security and privacy protection in ICT Systems. 

TOPICS OF INTEREST 

• Access control and authentication                           

• Applied cryptography                                        

• Audit and risk analysis                                     

• Big data security and privacy                               

• Cloud security and privacy                                  

• Critical infrastructure protection                          

• Cyber-physical systems security                             

• Data and applications security                              

• Digital forensics                                           

• Human aspects of security and privacy                       

• Identity management                                         

• Information security education                              

• Information security management                             

• Information technology mis-use and the law                  

• Managing information security functions                     

• Mobile security                                             

• Multilateral security                                       

• Network & distributed systems security                  

• Pervasive systems security                                  

• Privacy protection and privacy enhancing technologies       

• Surveillance and counter-surveillance                       

• Trust management                                            

SUBMISSION GUIDELINES 

Submitted papers must be original, unpublished, and not submitted to another conference or journal for 

consideration. Accepted papers will be presented at the conference and included in the conference 

proceedings published in the IFIP AICT series by Springer Science and Business Media. 

All papers must be written in English. Submissions should be at most 14 pages long in total including 

references and appendices. PC members are not required to read the appendices, so the paper should be 

intelligible without them. 
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Authors must follow the Springer LNCS formatting instructions. Each paper will receive at least four 

reviews. At least one author of each accepted paper must register by the early date indicated on the 

conference website and present the paper. 

 

    

 
 

 

  

http://www.springer.com/lncs
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Appendix H 

Guidelines – 13th International Information Security South Africa 

Conference (ISSA) 
In accordance with the rules of the North-West University, it is a requirement to include author 

guidelines for articles presented in a thesis. This appendix contains the author guidelines for the article 

presented in Chapter 5 (The 13th ISSA 2014 Conference). 
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The author guidelines was obtained from the following URL: http://infosecsa.co.za 

 

Review Process 

ISSA uses a double blind peer-review process to ensure the quality of submissions before acceptance. 

Authors initially submit abstracts to determine if the paper meets the goals and fits into the theme of 

the conference. The ISSA Program Committee assesses each submission for relevance and fit. Authors 

are then notified whether their abstracts were accepted, and if so, invited to submit a full paper for peer 

review. 

 On the due date, authors submit full papers. Each paper goes through an administrative review to 

confirm that the paper conforms to the specifications. If a paper does not meet the requirements, the 

author is asked to resubmit the paper. 

A Review Committee is invited to participate, consisting of both local and international experts in the 

field of Information Security. A process is followed by the Program Committee to allocate papers to 

reviewers based on their area of expertise. Reviewers are subject matter experts, of which over 50% are 

international. Reviewers usually have 5 or 6 categories that they are willing to review against. Each 

reviewer will establish the number of papers they can review in a specific time period and are allowed 

to bid on the papers they want to review. An automated process allocated papers to each reviewer 

according to their preferences. 

Each paper is reviewed by a minimum of two reviewers in a double blind review process. Papers are 

reviewed and rated on a 10 point system with 1 being poor and 10 being excellent as follows: 

• Originallity (1-10) 

• Significance (1-10) 

• Technical quality (1-10) 

• Relevance (1-10) 

• Presentation (1-10) 

• Overall Rating (1-10) 

Reviewers’ confidence in their own rating is also taken into account by the algorithm that calculates the 

final score. Reviewers are encouraged to make anonymous suggestions to the author(s) of the paper. 

http://www.infosecsa.co.za/Review_Panel
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Based on the final score (1-10), a paper with 5 or below points can be recommended for a 

poster/research-in-progress session and a 9 to 10 point paper can be put in the “best paper” category. 

An acceptance rate of between 30% and 40% is expected for the conference. 

Authors are notified of the outcome of the review process which includes the anonymous suggestions 

and recommendations of the reviewers. Authors then have to submit the final version of the paper that 

will then be included in the formal conference proceedings. The proceedings are published 

electronically on a CD with an ISBN number. All proceedings from all previous ISSA conferences are 

also available. 

Authors are requested to submit original work, not previously published, on any topics mentioned below 

(or on any other security-related topic) [topics are available on the abovementioned website]. Abstracts 

should not be more than 350 words with full papers not exceeding 8 pages in the standard IEEE format 

Please choose any of the following templates, as acquired from the IEEE Web site 

at: http://www.ieee.org/web/publications/pubservices/confpub/AuthorTools/conferenceTemplate

s.html 

  

 

 

 

 

  

Microsoft Word 2000 LaTeX (PDF,64 KB) LaTeX (Bibliography Files) 

A4 (DOC, 97 KB) 
Unix (TAR.GZ, 655 KB) Unix (TAR.GZ, 307 KB) 

Windows (ZIP, 674 KB) Windows (ZIP, 309 KB) 

http://www.ieee.org/web/publications/pubservices/confpub/AuthorTools/conferenceTemplates.html
http://www.ieee.org/web/publications/pubservices/confpub/AuthorTools/conferenceTemplates.html
http://www.infosecsa.co.za/files/Template_IEEE_MSW.doc
http://www.infosecsa.co.za/files/Template_IEEE_LaTeX_UNIX.tar.gz
http://www.infosecsa.co.za/files/Template_IEEE_LaTeX_UNIX_bib.tar.gz
http://www.infosecsa.co.za/files/Template_IEEE_LaTeX_Windows.zip
http://www.infosecsa.co.za/files/Template_IEEE_LaTeX_Windows_bib.zip


124 
 

Appendix I 

Guidelines – Computers & Security 
In accordance with the rules of the North-West University, it is a requirement to include author 

guidelines for articles presented in a thesis. This appendix contains the author guidelines for the article 

presented in Chapter 6 (Computers & Security).    
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COMPUTERS & SECURITY 
The International Source of Innovation for the Information Security and IT Audit 
Professional 
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• Abstracting and Indexing 
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ISSN: 0167-4048 

 
DESCRIPTION 
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The official journal of Technical Committee 11 (computer security) of the International Federation for 
Information Processing. 

 
Computers & Security is the most respected technical journal in the IT security field. With its high- 
profile editorial board and informative regular features and columns, the journal is essential reading 
for IT security professionals around the world.Computers & Security provides you with a unique blend 
of leading edge research and sound practical management advice. It is aimed at the professional 
involved with computer security, audit, control and data integrity in all sectors - industry, 
commerce and academia. Recognized worldwide as THE primary source of reference for applied 
research and technical expertise it is your first step to fully secure systems. 

 
Subscribe today and see the benefits immediately! 

 
• Our cutting edge research will help you secure and maintain the integrity of your systems 
• We accept only the highest quality of papers ensuring that you receive the relevant and practical 
advice you need 
• Our editorial board's collective expertise will save you from paying thousands of pounds to IT 
consultants 
• We don't just highlight the threats, we give you the solutions 

 
Benefits to authors 
We also provide many author benefits, such as free PDFs, a liberal copyright policy, special discounts 
on Elsevier publications and much more. Please click here for more information on our author services. 

 
Please see our Guide for Authors for information on article submission. If you require any further 
information or help, please visit our support pages: http://support.elsevier.com 

 

AUDIENCE 
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Organizational top and middle management, industrial security officers, computer specialists working 
in: systems design, implementation and evaluation; computer personnel selection, training and 
supervision; database development and management; operating systems design and maintenance; 
applications programming; telecommunications hardware and software development; computer 

http://www.t11.org/index.html
http://www.ifip.org/
http://www.ifip.org/
http://www.elsevier.com/wps/find/authorsview.authors/authorservices
http://www.elsevier.com/wps/find/journaldescription.cws_home/405877/authorinstructions
http://support.elsevier.com/
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architecture design; computer security, attorneys, accountants and auditors, industrial and personnel 
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GUIDE FOR AUTHORS 
 
 

. 
 
 
 
 
 

Your Paper Your Way 
We now differentiate between the requirements for new and revised submissions. You may choose to 
submit your manuscript as a single Word or PDF file to be used in the refereeing process. Only when 
your paper is at the revision stage, will you be requested to put your paper in to a 'correct format' 
for acceptance and provide the items required for the publication of your article. 
To find out more, please visit the Preparation section below. 

INTRODUCTION 
Computers & Security is the most comprehensive, authoritative survey of the key issues in computer 
security today. It aims to satisfy the needs of managers and experts involved in the computer security 
field by providing a combination of leading edge research developments, innovations and sound 
practical management advice for computer security professionals worldwide. Computers & Security 
provides detailed information to the professional involved with computer security, audit, control and 
data integrity in all sectors – industry, commerce and academia. 

Submissions 
Original submissions on all computer security topics are welcomed, especially those of practical benefit 
to the computer security practitioner. 
From 1 April 2006, submissions with cryptology theory as their primary subject matter will no longer 
be accepted by Computers & Security as anything other than invited contributions. Authors submitting 
papers that feature cryptologic results as an important supporting feature should ensure that the 
paper, as a whole, is of importance to the advanced security practitioner or researcher, and ensure that 
the paper advances the overall field in a significant manner. Authors who submit purely theoretical 
papers on cryptology may be advised to resubmit them to a more appropriate journal; the Editorial 
Board reserves the right to reject such papers without the full reviewing process. Cryptography papers 
submitted before this date will be subject to the usual reviewing process, should the paper pass the 
pre-review process which has been in place since 2004. 

 
All contributions should be in English and, since the readership of the journal is international, authors 
are reminded that simple, concise sentences are our preferred style. It is also suggested that papers 
are spellchecked and, if necessary, proofread by a native English speaker in order to avoid grammatical 
errors. All technical terms that may not be clear to the reader should be clearly explained. 

 
Copyright is retained by the Publisher. Submission of an article implies that the paper has not been 
published previously; that it is not under consideration for publication elsewhere; that its publication 
is approved by all authors and tacitly or explicitly by the responsible authorities where the work was 
carried out; and that, if accepted, it will not be published elsewhere in the same form, in English or 
in any other language, without the written consent of the Publisher. 
All papers will be submitted to expert referees from the editorial board for review. The usual size of 
a paper is 5000 to 10 000 words. 

BEFORE YOU BEGIN 
Ethics in publishing 
For information on Ethics in publishing and Ethical guidelines for journal publication see 
https://www.elsevier.com/publishingethics   and   https://www.elsevier.com/journal-authors/ethics. 

Conflict of interest 
All authors are requested to  disclose  any  actual  or  potential  conflict  of  interest  including 
any financial, personal or other relationships with  other  people  or  organizations  within 
three  years  of   beginning   the   submitted   work   that   could   inappropriately   influence,   or 
be perceived to influence, their work. See also https://www.elsevier.com/conflictsofinterest. 
Further information and an example of a Conflict of Interest form can be found at: 
http://service.elsevier.com/app/answers/detail/a_id/286/supporthub/publishing. 

Submission declaration and verification 
Submission of an article implies that the work described has not been published previously 
(except in the form of an abstract or as part of a published lecture or academic thesis or as an 
electronic preprint, see https://www.elsevier.com/sharingpolicy), that it is not under consideration 
for publication elsewhere, that its publication is approved by all authors and tacitly or explicitly by the 

http://www.elsevier.com/publishingethics
http://www.elsevier.com/publishingethics
http://www.elsevier.com/journal-authors/ethics
http://www.elsevier.com/journal-authors/ethics
http://www.elsevier.com/conflictsofinterest
http://www.elsevier.com/conflictsofinterest
http://service.elsevier.com/app/answers/detail/a_id/286/supporthub/publishing
http://www.elsevier.com/sharingpolicy)
http://www.elsevier.com/sharingpolicy)
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responsible authorities where the work was carried out, and that, if accepted, it will not be published 
elsewhere in the same form, in English or in any other language, including electronically without 
the written consent of the copyright-holder. To verify originality, your article may be checked by the 
originality detection service CrossCheck https://www.elsevier.com/editors/plagdetect. 

Contributors 
Each author is required to declare his or her individual contribution to the article: all authors must have 
materially participated in the research and/or article preparation, so roles for all authors should be 
described. The statement that all authors have approved the final article should be true and included 
in the disclosure. 

Changes to authorship 
Authors are expected to consider carefully the list and order of authors before submitting their 
manuscript and provide the definitive list of authors at the time of the original submission. Any 
addition, deletion or rearrangement of author names in the authorship list should be made only 
before the manuscript has been accepted and only if approved by the journal Editor. To request such 
a change, the Editor must receive the following from the corresponding author: (a) the reason 
for the change in author list and (b) written confirmation (e-mail, letter) from all authors that they 
agree with the addition, removal or rearrangement. In the case of addition or removal of authors, 
this includes confirmation from the author being added or removed. 
Only in exceptional circumstances will the Editor consider the addition, deletion or rearrangement of 
authors after the manuscript has been accepted. While the Editor considers the request, publication 
of the manuscript will be suspended. If the manuscript has already been published in an online issue, 
any requests approved by the Editor will result in a corrigendum. 

Copyright 
Upon acceptance of an article, authors will be asked to complete a 'Journal Publishing Agreement' (for 
more information on this and copyright, see https://www.elsevier.com/copyright). An e-mail will 
be sent to the corresponding author confirming receipt of the manuscript together with a 'Journal 
Publishing Agreement' form or a link to the online version of this agreement. 

 
Subscribers may reproduce tables of contents or prepare lists of articles including abstracts for internal 
circulation within their institutions. Permission of the Publisher is required for resale or distribution 
outside the institution and for all other derivative works, including compilations and translations 
(please consult https://www.elsevier.com/permissions). If excerpts from other copyrighted works are 
included, the author(s) must obtain written permission from the copyright owners and credit the 
source(s) in the article. Elsevier has preprinted forms for use by authors in these cases: please consult 
https://www.elsevier.com/permissions. 

 
For open access articles: Upon acceptance of an article, authors will be asked to complete an 'Exclusive 
License Agreement' (for more information see https://www.elsevier.com/OAauthoragreement). 
Permitted third party reuse of open access articles is determined by the author's choice of user license 
(see    https://www.elsevier.com/openaccesslicenses). 

 
Author rights 
As an author you (or your employer or institution) have certain rights to reuse your work. For more 
information see https://www.elsevier.com/copyright. 

Role of the funding source 
You are requested to identify who provided financial support for the conduct of the research and/or 
preparation of the article and to briefly describe the role of the sponsor(s), if any, in study design; in 
the collection, analysis and interpretation of data; in the writing of the report; and in the decision to 
submit the article for publication. If the funding source(s) had no such involvement then this should 
be stated. 

Funding body agreements and policies 
Elsevier has  established  a  number  of  agreements  with  funding  bodies  which  allow  authors 
to comply with  their  funder's  open  access  policies.  Some  authors  may  also  be  reimbursed 
for associated publication fees. To learn more about existing agreements please visit 
https://www.elsevier.com/fundingbodies. 

Open access 
This journal offers authors a choice in publishing their research: 
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Open access 
• Articles are freely available to both subscribers and the wider public with permitted reuse 
• An open access publication fee is payable by authors or on their behalf e.g. by their research funder 
or institution 
Subscription 
• Articles are made available to subscribers as well as developing countries and patient groups through 
our universal access programs (https://www.elsevier.com/access). 
• No open access publication fee payable by authors. 

 
Regardless of how you choose to publish your article, the journal will apply the same peer review 
criteria and acceptance standards. 

 
For open access articles, permitted third party (re)use is defined by the following Creative Commons 
user licenses: 

Creative Commons Attribution (CC BY) 
Lets others distribute and copy the article, create extracts, abstracts, and other revised versions, 
adaptations or derivative works of or from an article (such as a translation), include in a collective 
work (such as an anthology), text or data mine the article, even for commercial purposes, as long 
as they credit the author(s), do not represent the author as endorsing their adaptation of the article, 
and do not modify the article in such a way as to damage the author's honor or reputation. 

Creative Commons Attribution-NonCommercial-NoDerivs (CC BY-NC-ND) 
For non-commercial purposes, lets others distribute and copy the article, and to include in a collective 
work (such as an anthology), as long as they credit the author(s) and provided they do not alter or 
modify the article. 

The open access publication fee for this journal is USD 2400, excluding taxes. Learn more about 
Elsevier's pricing policy: http://www.elsevier.com/openaccesspricing. 

Green open access 
Authors can share their research in a variety of different ways and Elsevier has a number of green 
open access options available. We recommend authors see our green open access page for further 
information (http://elsevier.com/greenopenaccess). Authors can also self-archive their manuscripts 
immediately and enable public access from their institution's repository after an embargo period. This 
is the version that has been accepted for publication and which typically includes author-incorporated 
changes suggested during submission, peer review and in editor-author communications. Embargo 
period: For subscription articles, an appropriate amount of time is needed for journals to deliver 
value to subscribing customers before an article becomes freely available to the public. This is the 
embargo period and it begins from the date the article is formally published online in its final and 
fully citable form. 

This journal has an embargo period of 24 months. 

Language (usage and editing services) 
Please write your text in good English (American or British  usage  is  accepted,  but  not  a 
mixture of  these).  Authors  who  feel  their  English  language  manuscript  may  require  editing 
to eliminate possible grammatical or spelling errors and to conform  to  correct  scientific 
English may wish to use the English Language Editing service available from Elsevier's 
WebShop (http://webshop.elsevier.com/languageediting/) or visit our customer support site 
(http://support.elsevier.com) for more information. 

Submission 
Our online submission system guides you stepwise through the process of entering your article 
details and uploading your files. The system converts your article files to a single PDF file used in 
the peer-review process. Editable files (e.g., Word, LaTeX) are required to typeset your article for 
final publication. All correspondence, including notification of the Editor's decision and requests for 
revision, is sent by e-mail. 

Referees 
Please submit the names and institutional e-mail addresses of several potential referees. For more 
details, visit our Support site. Note that the editor retains the sole right to decide whether or not the 
suggested reviewers are used. 
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PREPARATION 
NEW SUBMISSIONS 
Submission to this journal proceeds totally online and you will be guided stepwise through the creation 
and uploading of your files. The system automatically converts your files to a single PDF file, which 
is used in the peer-review process. 
As part of the Your Paper Your Way service, you may choose to submit your manuscript as a single file 
to be used in the refereeing process. This can be a PDF file or a Word document, in any format or lay- 
out that can be used by referees to evaluate your manuscript. It should contain high enough quality 
figures for refereeing. If you prefer to do so, you may still provide all or some of the source files at 
the initial submission. Please note that individual figure files larger than 10 MB must be uploaded 
separately. 

References 
There are no strict requirements on reference formatting at submission. References can be in any style 
or format as long as the style is consistent. Where applicable, author(s) name(s), journal title/book 
title, chapter title/article title, year of publication, volume number/book chapter and the pagination 
must be present. Use of DOI is highly encouraged. The reference style used by the journal will be 
applied to the accepted article by Elsevier at the proof stage. Note that missing data will be highlighted 
at proof stage for the author to correct. 

Formatting requirements 
There are no strict formatting requirements but all manuscripts must contain the essential elements 
needed to convey your manuscript, for example Abstract, Keywords, Introduction, Materials and 
Methods, Results, Conclusions, Artwork and Tables with Captions. 
If your article includes any Videos and/or other Supplementary material, this should be included in 
your initial submission for peer review purposes. 
Divide the article into clearly defined sections. 

Figures and tables embedded in text 
Please ensure the figures and the tables included in the single file are placed next to the relevant text 
in the manuscript, rather than at the bottom or the top of the file. 

REVISED SUBMISSIONS 
Use of word processing software 
Regardless of the file format of the original submission, at revision you must provide us with an 
editable file of the entire article. Keep the layout of the text as simple as possible. Most formatting 
codes will be removed and replaced on processing the article. The electronic text should be prepared in 
a way very similar to that of conventional manuscripts (see also the Guide to Publishing with Elsevier: 
https://www.elsevier.com/guidepublication). See also the section on Electronic artwork. 
To avoid unnecessary errors you are strongly advised to use the 'spell-check' and 'grammar-check' 
functions of your word processor. 

Article structure 
Subdivision - numbered sections 
Divide your article into clearly defined and numbered sections. Subsections should be numbered 
1.1 (then 1.1.1, 1.1.2, ...), 1.2, etc. (the abstract is not included in section numbering). Use this 
numbering also for internal cross-referencing: do not just refer to 'the text'. Any subsection may be 
given a brief heading. Each heading should appear on its own separate line. 

Introduction 
State the objectives of the work and provide an adequate background, avoiding a detailed literature 
survey or a summary of the results. 

Material and methods 
Provide sufficient detail to allow the work to be reproduced. Methods already published should be 
indicated by a reference: only relevant modifications should be described. 

Theory/calculation 
A Theory section should extend, not repeat, the background to the article already dealt with in the 
Introduction and lay the foundation for further work. In contrast, a Calculation section represents a 
practical development from a theoretical basis. 

Results 
Results should be clear and concise. 
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Discussion 
This should explore the significance of the results of the work, not repeat them. A combined Results 
and Discussion section is often appropriate. Avoid extensive citations and discussion of published 
literature. 

Conclusions 
The main conclusions of the study may be presented in a short Conclusions section, which may stand 
alone or form a subsection of a Discussion or Results and Discussion section. 

Appendices 
If there is more than one appendix, they should be identified as A, B, etc. Formulae and equations in 
appendices should be given separate numbering: Eq. (A.1), Eq. (A.2), etc.; in a subsequent appendix, 
Eq. (B.1) and so on. Similarly for tables and figures: Table A.1; Fig. A.1, etc. 

Vitae 
For Full Length Articles a Biographical Sketch for each author (50-100 words) is required. 

Essential title page information 
• Title. Concise and informative. Titles are often used in information-retrieval systems. Avoid 
abbreviations and formulae where possible. 
• Author names and affiliations. Please clearly indicate the given name(s) and family name(s) 
of each author and check that all names are accurately spelled. Present the authors' affiliation 
addresses (where the actual work was done) below the names. Indicate all affiliations with a lower- 
case superscript letter immediately after the author's name and in front of the appropriate address. 
Provide the full postal address of each affiliation, including the country name and, if available, the 
e-mail address of each author. 
• Corresponding author. Clearly indicate who will handle correspondence at all stages of refereeing 
and publication, also post-publication. Ensure that the e-mail address is given and that contact 
details are kept up to date by the corresponding author. 
• Present/permanent address. If an author has moved since the work described in the article was 
done, or was visiting at the time, a 'Present address' (or 'Permanent address') may be indicated as 
a footnote to that author's name. The address at which the author actually did the work must be 
retained as the main, affiliation address. Superscript Arabic numerals are used for such footnotes. 

Abstract 
A concise and factual abstract is required. The abstract should state briefly the purpose of the 
research, the principal results and major conclusions. An abstract is often presented separately from 
the article, so it must be able to stand alone. For this reason, References should be avoided, but if 
essential, then cite the author(s) and year(s). Also, non-standard or uncommon abbreviations should 
be avoided, but if essential they must be defined at their first mention in the abstract itself. 

Graphical abstract 
Although a graphical abstract is optional, its use is encouraged as it draws more attention to the online 
article. The graphical abstract should summarize the contents of the article in a concise, pictorial form 
designed to capture the attention of a wide readership. Graphical abstracts should be submitted as a 
separate file in the online submission system. Image size: Please provide an image with a minimum 
of 531 × 1328 pixels (h × w) or proportionally more. The image should be readable at a size of 5 × 
13 cm using a regular screen resolution of 96 dpi. Preferred file types: TIFF, EPS, PDF or MS Office 
files. See https://www.elsevier.com/graphicalabstracts for examples. 
Authors can make use of Elsevier's Illustration and Enhancement service to ensure the best 
presentation of their images and in accordance with all technical requirements: Illustration Service. 

Highlights 
Highlights are a short collection of bullet points that convey the core findings of the article. Highlights 
are optional and should be submitted in a separate editable file in the online submission system. 
Please use 'Highlights' in the file name and include 3 to 5 bullet points (maximum 85 characters, 
including spaces, per bullet point). See https://www.elsevier.com/highlights for examples. 

Keywords 
Immediately after the abstract, provide 5-10 keywords, avoiding general and plural terms and multiple 
concepts (avoid, for example, "and", "of"). Be sparing with abbreviations: only abbreviations firmly 
established in the field may be eligible. These keywords will be used for indexing purposes. 
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Abbreviations 
Define abbreviations that are not standard in this field in a footnote to be placed on the first page 
of the article. Such abbreviations that are unavoidable in the abstract must be defined at their first 
mention there, as well as in the footnote. Ensure consistency of abbreviations throughout the article. 

Acknowledgements 
Collate acknowledgements in a separate section at the end of the article before the references and do 
not, therefore, include them on the title page, as a footnote to the title or otherwise. List here those 
individuals who provided help during the research (e.g., providing language help, writing assistance 
or proof reading the article, etc.). 

Math formulae 
Please submit math equations as editable text and not as images. Present simple formulae in 
line with normal text where possible and use the solidus (/) instead of a horizontal line for small 
fractional terms, e.g., X/Y. In principle, variables are to be presented in italics. Powers of e are often 
more conveniently denoted by exp. Number consecutively any equations that have to be displayed 
separately from the text (if referred to explicitly in the text). 

Footnotes 
Footnotes should be used sparingly. Number them consecutively throughout the article. Many word 
processors build footnotes into the text, and this feature may be used. Should this not be the case, 
indicate the position of footnotes in the text and present the footnotes themselves separately at the 
end of the article. 

Artwork 
Electronic artwork 
General points 
• Make sure you use uniform lettering and sizing of your original artwork. 
• Preferred fonts: Arial (or Helvetica), Times New Roman (or Times), Symbol, Courier. 
• Number the illustrations according to their sequence in the text. 
• Use a logical naming convention for your artwork files. 
• Indicate per figure if it is a single, 1.5 or 2-column fitting image. 
• For Word submissions only, you may still provide figures and their captions, and tables within a 
single file at the revision stage. 
• Please note that individual figure files larger than 10 MB must be provided in separate source files. 
A detailed guide on electronic artwork is available on our website: 
https://www.elsevier.com/artworkinstructions. 
You are urged to visit this site; some excerpts from the detailed information are given here. 
Formats 
Regardless of the application used, when your electronic artwork is finalized, please 'save as' or 
convert the images to one of the following formats (note the resolution requirements for line drawings, 
halftones, and line/halftone combinations given below): 
EPS (or PDF): Vector drawings. Embed the font or save the text as 'graphics'. 
TIFF (or JPG): Color or grayscale photographs (halftones): always use a minimum of 300 dpi. 
TIFF (or JPG): Bitmapped line drawings: use a minimum of 1000 dpi. 
TIFF (or JPG): Combinations bitmapped line/half-tone (color or grayscale): a minimum of 500 dpi 
is required. 
Please do not: 
• Supply files that are optimized for screen use (e.g., GIF, BMP, PICT, WPG); the resolution is too low. 
• Supply files that are too low in resolution. 
• Submit graphics that are disproportionately large for the content. 

Color artwork 
Please make sure that artwork files are in an acceptable format (TIFF (or JPEG), EPS (or PDF), or 
MS Office files) and with the correct resolution. If, together with your accepted article, you submit 
usable color figures then Elsevier will ensure, at no additional charge, that these figures will appear 
in color online (e.g., ScienceDirect and other sites) regardless of whether or not these illustrations 
are reproduced in color in the printed version. For color reproduction in print, you will receive 
information regarding the costs from Elsevier after receipt of your accepted article. Please 
indicate your preference for color: in print or online only. For further information on the preparation 
of electronic artwork, please see https://www.elsevier.com/artworkinstructions. 
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Figure captions 
Ensure that each illustration has a caption. A caption should comprise a brief title (not on the figure 
itself) and a description of the illustration. Keep text in the illustrations themselves to a minimum but 
explain all symbols and abbreviations used. 

Tables 
Please submit tables as editable text and not as images. Tables can be placed either next to the 
relevant text in the article, or on separate page(s) at the end. Number tables consecutively in 
accordance with their appearance in the text and place any table notes below the table body. Be 
sparing in the use of tables and ensure that the data presented in them do not duplicate results 
described elsewhere in the article. Please avoid using vertical rules. 

References 
Citation in text 
Please ensure that every reference cited in the text is also present in the reference list (and vice 
versa). Any references cited in the abstract must be given in full. Unpublished results and personal 
communications are not recommended in the reference list, but may be mentioned in the text. If these 
references are included in the reference list they should follow the standard reference style of the 
journal and should include a substitution of the publication date with either 'Unpublished results' or 
'Personal communication'. Citation of a reference as 'in press' implies that the item has been accepted 
for publication. 

Reference links 
Increased discoverability of research and high quality peer review are ensured by online links to 
the sources cited. In order to allow us to create links to abstracting and indexing services, such as 
Scopus, CrossRef and PubMed, please ensure that data provided in the references are correct. Please 
note that incorrect surnames, journal/book titles, publication year and pagination may prevent link 
creation. When copying references, please be careful as they may already contain errors. Use of the 
DOI is encouraged. 

Web references 
As a minimum, the full URL should be given and the date when the reference was last accessed. Any 
further information, if known (DOI, author names, dates, reference to a source publication, etc.), 
should also be given. Web references can be listed separately (e.g., after the reference list) under a 
different heading if desired, or can be included in the reference list. 

References in a special issue 
Please ensure that the words 'this issue' are added to any references in the list (and any citations in 
the text) to other articles in the same Special Issue. 

Reference management software 
Most  Elsevier  journals  have  their  reference  template   available   in   many   of   the 
most  popular  reference  management  software   products.   These   include   all   products 
that support Citation Style Language styles (http://citationstyles.org), such as Mendeley 
(http://www.mendeley.com/features/reference-manager) and Zotero (https://www.zotero.org/), as 
well as EndNote (http://endnote.com/downloads/styles). Using the word processor plug-ins from 
these products, authors only need to select the appropriate journal template when preparing their 
article, after which citations and bibliographies will be automatically formatted in the journal's style. 
If no template is yet available for this journal, please follow the format of the sample references and 
citations as shown in this Guide. 

Users of Mendeley Desktop can easily install the reference style for this journal by clicking the following 
link: 
http://open.mendeley.com/use-citation-style/computers-and-security 
When preparing your manuscript, you will then be able to select this style using the Mendeley plug- 
ins for Microsoft Word or LibreOffice. 

Reference formatting 
There are no strict requirements on reference formatting at submission. References can be in any style 
or format as long as the style is consistent. Where applicable, author(s) name(s), journal title/book 
title, chapter title/article title, year of publication, volume number/book chapter and the pagination 
must be present. Use of DOI is highly encouraged. The reference style used by the journal will be 
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http://www.zotero.org/)
http://www.zotero.org/)
http://endnote.com/downloads/styles)
http://open.mendeley.com/use-citation-style/computers-and-security


134  

applied to the accepted article by Elsevier at the proof stage. Note that missing data will be highlighted 
at proof stage for the author to correct. If you do wish to format the references yourself they should 
be arranged according to the following examples: 

Reference style 
Text: All citations in the text should refer to: 
1. Single author: the author's name (without initials, unless there is ambiguity) and the year of 
publication; 
2. Two authors: both authors' names and the year of publication; 
3. Three or more authors: first author's name followed by 'et al.' and the year of publication. 
Citations may be made directly (or parenthetically). Groups of references should be listed first 
alphabetically, then chronologically. 
Examples: 'as demonstrated in wheat (Allan, 2000a, 2000b, 1999; Allan and Jones, 1999). Kramer 
et al. (2010) have recently shown ....' 
List: References should be arranged first alphabetically and then further sorted chronologically if 
necessary. More than one reference from the same author(s) in the same year must be identified by 
the letters 'a', 'b', 'c', etc., placed after the year of publication. 
Examples: 
Reference to a journal publication: 
Van der Geer J, Hanraads JAJ, Lupton RA. The art of writing a scientific article. J Sci Commun 
2010;163:51–9. 
Reference to a book: 
Strunk Jr W, White EB. The elements of style. 4th ed. New York: Longman; 2000. 
Reference to a chapter in an edited book: 
Mettam GR, Adams LB. How to prepare an electronic version of your article. In: Jones BS, Smith RZ, 
editors. Introduction to the electronic age. New York: E-Publishing Inc; 2009. p. 281–304. 
Note shortened form for last page number. e.g., 51–9, and that for more than 6 authors the first 6 
should be listed followed by "et al." For further details you are referred to "Uniform Requirements 
for Manuscripts submitted to Biomedical Journals" (J Am Med Assoc 1997;277:927–34) (see also 
http://www.nlm.nih.gov/bsd/uniform_requirements.html). 
Reference to a website: 
Cancer Research UK, Cancer statistics reports for the UK. http://www.cancerresearchuk.org/ 
aboutcancer/statistics/cancerstatsreport/, 2003 (accessed 13.03.03). 

Journal abbreviations source 
Journal names should be abbreviated according to the List of Title Word Abbreviations: 
http://www.issn.org/services/online-services/access-to-the-ltwa/. 

Video data 
Elsevier accepts video material and animation sequences to support and enhance your scientific 
research. Authors who have video or animation files that they wish to submit with their article are 
strongly encouraged to include links to these within the body of the article. This can be done in the 
same way as a figure or table by referring to the video or animation content and noting in the body 
text where it should be placed. All submitted files should be properly labeled so that they directly 
relate to the video file's content. In order to ensure that your video or animation material is directly 
usable, please provide the files in one of our recommended file formats with a preferred maximum 
size of 150 MB. Video and animation files supplied will be published online in the electronic version 
of your article in Elsevier Web products, including ScienceDirect: http://www.sciencedirect.com. 
Please supply 'stills' with your files: you can choose any frame from the video or animation or 
make a separate image. These will be used instead of standard icons and will personalize the 
link to your video data. For more detailed instructions please visit our video instruction pages at 
https://www.elsevier.com/artworkinstructions. Note: since video and animation cannot be embedded 
in the print version of the journal, please provide text for both the electronic and the print version 
for the portions of the article that refer to this content. 

AudioSlides 
The journal encourages authors to create an AudioSlides presentation with their published article. 
AudioSlides are brief, webinar-style presentations that are shown next to the online article on 
ScienceDirect. This gives authors the opportunity to summarize their research in their own words and 
to help readers understand what the paper is about. More information and examples are available at 
https://www.elsevier.com/audioslides. Authors of this journal will automatically receive an invitation 
e-mail to create an AudioSlides presentation after acceptance of their paper. 
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Supplementary material 
Supplementary material can support and enhance your scientific research. Supplementary files 
offer the author additional possibilities to publish supporting applications, high-resolution images, 
background datasets, sound clips and more. Please note that such items are published online exactly 
as they are submitted; there is no typesetting involved (supplementary data supplied as an Excel 
file or as a PowerPoint slide will appear as such online). Please submit the material together with the 
article and supply a concise and descriptive caption for each file. If you wish to make any changes to 
supplementary data during any stage of the process, then please make sure to provide an updated 
file, and do not annotate any corrections on a previous version. Please also make sure to switch 
off the 'Track Changes' option in any Microsoft Office files as these will appear in the published 
supplementary file(s). For more detailed instructions please visit our artwork instruction pages at 
https://www.elsevier.com/artworkinstructions. 

Interactive plots 
This journal enables you to show an Interactive Plot with your article by simply submitting a data file. 
For instructions please go to https://www.elsevier.com/interactiveplots. 

Submission checklist 
The following list will be useful during the final checking of an article prior to sending it to the journal 
for review. Please consult this Guide for Authors for further details of any item. 
Ensure that the following items are present: 
One author has been designated as the corresponding author with contact details: 
• E-mail address 
• Full postal address 
All necessary files have been uploaded, and contain: 
• Keywords 
• All figure captions 
• All tables (including title, description, footnotes) 
Further considerations 
• Manuscript has been 'spell-checked' and 'grammar-checked' 
• All references mentioned in the Reference list are cited in the text, and vice versa 
• Permission has been obtained for use of copyrighted material from other sources (including the 
Internet) 
Printed version of figures (if applicable) in color or black-and-white 
• Indicate clearly whether or not color or black-and-white in print is required. 
For any further information please visit our customer support site at http://support.elsevier.com. 

AFTER ACCEPTANCE 
Use of the Digital Object Identifier 
The Digital Object Identifier (DOI) may be used to cite and link to electronic documents. The DOI 
consists of a unique alpha-numeric character string which is assigned to a document by the publisher 
upon the initial electronic publication. The assigned DOI never changes. Therefore, it is an ideal 
medium for citing a document, particularly 'Articles in press' because they have not yet received their 
full bibliographic information. Example of a correctly given DOI (in URL format; here an article in the 
journal Physics Letters B): 
http://dx.doi.org/10.1016/j.physletb.2010.09.059 
When you use a DOI to create links to documents on the web, the DOIs are guaranteed never to 
change. 

Online proof correction 
Corresponding authors will receive an e-mail with a link to our online proofing system, allowing 
annotation and correction of proofs online. The environment is similar to MS Word: in addition to 
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Appendix J 

Guidelines – Information and Computer Security 
In accordance with the rules of the North-West University, it is a requirement to include author 

guidelines for articles presented in a thesis. This appendix contains the author guidelines for the 

article presented in Chapter 7 (Information and Computer Security). 
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