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Summary and Key Terms

This thesis provides a comparative analysis of vowel quediSouth African English (SAE)
using the following data: firstly, the existing impressktid literature on SAE and other
relevant accents of English, the former of which is subjeca tritical review; secondly,
acoustic data from a similar range of accents, including 8éMg data, collected and in-
strumentally analyzed specifically for the purposes of tegearch. These various data are
used to position, on both a descriptive and theoretical |#ve SAE vowel system.

In addition, and in the service of providing a careful re¢omsion of the linguistic his-
tory of this variety, it offers a three-stage koinéizatimndel which helps, in many respects,
to illuminate the respective roles played by endogenousexngenous factors in SAE’s
development.

More generally, the analysis is focussed on rendering @kplie extent to which the
synchronic status and diachronic development of SAE manergdly, and SAE vowel qual-
ity more particularly, provides support for a number of digdgive and theoretical frame-
works, including those provided in Labov (1994), Torgeraed Kerswill (2004), Trudgill
(2004) and Schneider (2003; 2007). With respect to thesedinarks, and based on the re-
sults of the analysis, it proposes an extension to Schrigi@®&07) Dynamic Model, shows
Trudgill's (2004) model of new-dialect formation to be ir@phate in accounting for some
of the SAE data, provides evidence that SAE is a possibly menti but ‘conservative’
member of Torgersen and Kerswill’s (2004) SECS-Shift ares BAE data to question the
applicability of the SECS-Shift to FOOT-Fronting.

Furthermore, this thesis provides evidence that SAE hasrgnde an indexically-
driven arrestment of the Diphthong and Southern Shifts asubaequent and related dif-
fusion of GenSAE values at the expense of BrSAE ones. Siyilidirshows that SAE’s



possible participation in the SECS-Shift constitutes dectif’e chain-shift reversal ‘from
above’. It stresses that, in order to understand such phemamecourse needs to be made
to a theory of indexicality that takes into account the urigaciohistorical development of
SAE and its speakers.

Lastly, the adoption of the three-stage koinéization nhagentioned above highlights
the merits of considering both endogenous and exogenotmddn the historical recon-
struction of new-dialect formation and, for research in&ESn particular, strengthens the
case for further investigation into the possible effecté@®f-century Afrikaans/Dutch, Yid-
dish and north-of-English dialects on the formation of ntodeAE.

Key Terms:. South African English, SAE, vowels, vowel quality, Englipronuncia-
tion, English accents, sociophonetics, phonetics, amopisbnetics, acoustic analysis, new-
dialect formation, koinéization, Southern Hemispherglshes, Diphthong Shift, Southern
Shift, indexicality.
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Typographical Conventions and Phonetic Symbols

e Where words are being directly referred to, these are placédlics e.g. “...the
vowel inparkis [a:]”.

e Words written in capital letters, such as PRICE, are Well88Q) keywords for stan-
dard lexical sets which “refer concisely to large groups ofdg which tend to share
the same vowehknd to the vowel which they shai@\Vells 1982:xviii; my emphasis).

e The default phonetic symbol set used in this thesis is “thisioa revised by a Con-
vention of the International Phonetic Association held ielkn 1989, subject to a
subsequent set of minor modifications and corrections apgrby the Council of
the Association” (International Phonetic Association @39. In many cases of tran-
scriptions drawing on a symbol set prior to, or not adoptilyale above-mentioned
Kiel conventions, these transcriptions have, where nacgdseen translated into the
modern alternatives and been included in brace-brackets,.i. . }, after the original.
Pullum and Ladusaw’s (1996) excelleéAhonetic Symbol Guideas made this task
of translation much less onerous than it would otherwiseelmen. Transcriptions
based on American conventions (e.g. those used by Labowriougapublications)
have, in general, been left untranslated.
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Waar enigsins moontlik, moet die studie van fonetiek begmet die klanke
van die moedertaal. Dis alleerad wat 'n mens volkome seker is van die uit-
spraak van 'n klank en dit kan herhaal so dikwels as nodig magsytwee
onontbeerlike vereistes ten einde sekuur na te gaan watrtliellasie van 'n
klank is en wat die indruk is wat dit op die oor maak. By vreekideke daar-
enté® gebeur dit maar alte dikwels dat iemand nie seker is van itdépraak
van ’'n klank nie, of, wat nog erger is, meen dat hy die korreitspraak gee,
terwyl dit volstrek nie die geval is nie. Waar iemand 'n diajgaat, kan dit in
seker gevalle nodig wees om selfs daarmee te beginne.

(Le Roux and De Villiers Pienaar 1927:3).

In the case of language . ..the sensuous is reduced to a nsrarrent and is
thus annulled. If a man spoke in such a way that one heard thvement of his
tongue, he would speak badly; if he heard so that he heard ithdlaations
instead of the words, he would hear badly ...Language besdhreeperfect
medium just at the moment when everything sensuous in ijéined.

(Kierkegaard 1959:66).
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CHAPTER 1

Introduction

“A peculiar blend of general and particular interests isolmed in the pursuit of sci-
ence; the particular is studied in the hope that it may thrightlupon the general”

(Russell 1928:40).

1.1 Rationale and Scope

Compared to other accents of English, South African Enghsbnunciation (SAEP) is
under-described and unintegrated into current model-tegmty-formation. Lass (1990:272),
for example, characterizes it as “enormously complex andgly under-described”:

“While some of the major variation patterns and segmentetiqudars . ..have been
set out clearly ...except for the very early Hopwood (192&) éhe recent Wells
(1982%8.3), there seems to be nothing available describing whaltems (and even
these are conflated ‘general’ pictures)”(Lass 1990:272).

For all intents and purposes, the gap of under-descripgorains; one which, | believe,
is linked partly to the fact that, apart from the all-butgotten Webb (1983), no examples
of research employing instrumental (particularly aca)stiethods of analysis exist. In the
extant literature, decisions regarding the nature andevafuparticular phonetic features
have relied solely on the subjective, though often informpedgements of the investigators
concerned. Although typically guided by a high level of pbatin training and no doubt
perfectly accurate in many respects, the lack of any obdaicoustic analysis in these
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studies means that the validity of the relevant descriptame hard to assess and, as a reader,
one has to simply accept them on faith. The application otisiio methods of analysis
might thus assist in solving this problem and, more spedlifida resolving certain points of
disagreement in the literature, especially those possdibfivative of the commonly attested
phenomenon of different (even highly-trained) phonetisiaoming to different conclusions
about the quality of a particular (especially vowel) sctirf8o, to provide just one example,
the exact values of the various allophones of the KIT voweAE have been a ‘bone of
contention’ in the literature, as can be seen by a quick coisgraof Lanham (1967:70—
4,80) with Lass and Wright (1985:148-54).

The implications of an impressionistic method for, amonigeotthings, the study of
language change are of particular concern, since it is aftpossible to guarantee that one
is ‘hearing’ the data in exactly the same manner as a resadith 20 or 30 years ago:
differences between one’s own results and those of eadseribtions are thus attributable
to either language change or differences in judgement.

A related concern is the impossibility of replicating restaperformed on this basis,
due to the obvious constraint of requiring the same reseaftke. ‘set of ears’) to perform
it. Again, for obvious reasons, this is not always possiblaulkes and Docherty (1999:23),
for one, emphasize the importance of accountability in angnfof empirical research, one
important aspect of which is the “replication of results”.

Boberg (2005:126) summarises this state-of-affairs irfadhlewing manner:

“A reliance on impressionistic transcription can somesrirgroduce various sources
of error, ranging from the imprecision of the analyticaleggiries used in impression-
istic transcription to problems of intertoken and intereockliability and objectivity
...the inherent limitations of auditory-impressionigtitalysis suggest that our knowl-
edge ...could be advanced by further study using larges scalustic analysis”.

The above quotation is from an article reporting on researtlthe so-called “Canadian
Shift” in Montreal. Much the same could, however, be said AES

Another drawback of impressionistic methods of analysiha they are often rather
conservative, being strongly influenced by the expectatiohthe the analyst, and thus,
arguably, unsuited to capturing new developments in a clialas emphasized by Labov
(1991:3), “understatement in impressionistic transwipis inevitable ...for an accurate
view of dialect differences, instrumental analysis is reEd

The current study goesomeway towards resolving the above-mentioned problems with
respect to SAE. It achieves this by, among other thingsaisg and thoroughly analysing,

!See Ladefoged (1967:50-142) for an excellent example aodiskion of this and related phenomena.
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using modern (acoustic) instrumental methods, the vowletse sub-variety of SAE i.e.
General South African English (GenSAE). As such, this neseg& different to standard
sociolinguistic research, e.g. Labov (1966), in that, im dltoustic analysis, it attempts to
control social variables instead of factoring them dineatko the research design. What
the current researatioesshare with most Labovian-type sociolinguistic researbbugh,

is an interest in the nature and direction of linguistic d®nalthough the focus of the
acoustic analysiper seis on the isolation, description and analysis of the vowstey of
one variety of SAE at one point in time, for one age group arwhia style, a perhaps more
important part of the broader analysis is the contextuatinaof the acoustic data within
the framework of a range of other data and within the fram&vwdra number of attempts
to model and theorize change in the English vowel-systenernayadly.

This thesis begins with two quotes, one from the Danish phpber and theologian
Sagren Kierkergaard. The quote in question would appear,rsinréading, to be at odds
with an approach that emphasizes the use of acoustic methqti®netic analysis; indeed
at odds with phonetic analysis per se. Its inclusion was,dvew meant as a reminder
that the analysis of the new acoustic data collected for ttiésis should never devolve
into nothing more than a simple description of the acoustatst Firstly, and as already
intimated above, it compares the outcome of the acoustigsisavith a range of other data
sources in order to provide reasonably motivated argunregierding the development of
the General SAE (and SAE more generally) vowel system owetabt two centuries as
well as its current statuds-a-vis other accents of English. The data sources include:

1. Athorough analysis of the available literature on SAE e®wvMost of this literature
is impressionistic, with the exception of Webb (1983), whasoustic data provides
a useful basis for comparison.

2. Acoustic and impressionistic data drawn from other @hwaccents of English.

The relationship between SAE and other accents of Engligivén particular promi-
nence in the final analysis. In particular, an attempt is ntadenalyze the acoustic data
in the light of work on Labov’s (1991) so-called ‘Southernif§hTorgersen and Kerswill's
(2004) study of the English of the southeast of England, dsaseTrudgill's (2004) more
recent work on Southern Hemisphere Englishes.

Secondly, the acoustic data is, in this thesis, consistesiéved and conceptualized
as the material basis for a linguistic and indexisgstermand only truly of interest in this
light. As such, and where possible, an attempt is made to thewdata from a systemic,
phonologically-orientated perspective. With an eye taifatresearch, possible links be-



tween the phonetic and phonological levels are highlighfde establishment of such pu-
tative links is, however, dependent on certain basic assangconcerning the relationship
between the two mentioned levels; these are sketched bingfly4.

A concern in this thesis is also shown for the indexical valtigarieties and variants
of SAEP, mainly given that any broader concern for the diawiarstatus of this variety can
hardly, | believe, overlook this perspective. A brief exaus into some of the issues relating
to the indexical value of linguistic variants is providedh3.3.

A broader rationale for the above-mentioned attempts tgnate a description of the
SAEP vowel-system into current theoretical frameworkates to a general trend in South
African linguistics, “away from microlinguistics / desptive linguistics towards certain
macrolinguistic and particularly applied linguistic doms' (Van Rooy and Pienaar 2006:201).
This thesis constitutes one attempt to counteract thislemioa as well as to, hopefully, en-
gender further microlinguistic and theoretically-franredearch in SAE. On the last point,
it is acknowledged that the current thesis is still primadescriptive in nature, with an
emphasis on descriptive as opposed to explanatory adeqoaaarily, however, as a re-
sult of the fact that, with respect to SAE, as with many otheut§ African varieties, “so
much still needs to be done in terms of ... description ancrstdnding” (Van Rooy and
Pienaar 2006:201). It is hoped, however, that this thedlgwisome way toward ‘clearing
the ground’ for future theoretically-motivated work on (@sing) SAE data. This speaks
directly to the emphasis placed in this thesis on embeddiaghalysis into a number of
current theoretical frameworks and models.

In the opinion of the author, one further obstacle to the graent of research on
SAEP as well as its integration into existing theory, is @ek| aside from occasional broad
announcements regarding the merits or demerits of anycpkatiwork, of any real attempt
to critically engage with the existing literature. This thesis provides guch a critical
review and, as a consequence, takes the slightly unusuadagpof incorporating much of
the review of the SAEP literature under the various resuitspters. As such the critical
review is viewed as a ‘result’ of this research. One positide-effect of this approach is
that it ‘deposits’ all the technical detail for any partiaulvowel in one ‘place’, a design
feature which will, hopefully, benefit the reader.

Turning to issues of focus, it should be clear from the tifi¢hes thesis that the conso-
nantal features of SAEP are not given much attention. A decti® limit this research to
vowel quality was based on a number of considerations:

e While it is a truism that different accents of English diffiethe nature and realisation
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of their consonantal inventories, it is also true that maseats of English are more
readily distinguishable from each other in terms of theivets.

e Much theory and model-construction, particularly withpest to the diachronic de-
velopment of English, has focussed on the vocalic sub4systeaddition, Labovian-
type research into change-in-progress often focussesveel\ghifts and patterns and
is also often characterized by the use of acoustic data.

e The simple issue of scale has precluded the expansion ofreadstl lengthy thesis
into further territory.

Still, where these have arisen as an unforseen, but welcaideeffect of the research
process, consonantal features derived particularly floennew acoustic data have been
commented on and earmarked for later research. Anotheptondo the otherwise exclu-
sive focus on vowel-quality has been the inclusion of anysigbf/1/ in SAE, particularly
when in post-vocalic position. As will become clear in lagections, the rationale for fo-
cussing on this positional variant ¢if/ is its dramatic effect on preceding vowel quality.

Lastly, since the focus of the acoustic analysis containgtis research is on only one,
tightly constrained, variety of SAE, the results obtaineahf this analysis arern isolation,
not of course generalisable to the SAE speech community d®kewPlaced in theontext
of the various data, models and frameworks alluded to alveaspnable conclusions can,
however, be drawn regarding the synchronic and diachréaiosof the SAE vowel system.

Moreover, the unrepresentativeness of a sample (or rdtbdatk of any real sample
at all) has not prevented previous commentators from maiaigments about SAE more
generally. So, for example, Lass and Wright (1985:148—-Bdpalyze the KIT vowel, and
reject Lanham’s (1967) previous analysis in important eetp on the basis of recordings
of two speakers. This study makes use of twenty-seven.

1.2 The SAE Vowel System in Context

As repeatedly stressed in the previous section, one of the fioa of the current research
is to ‘place’ the SAEP vowel system in the context of a numbeelatively recent, general
theoretical frameworks which, in turn, attempt, among pthings, to explain the emer-
gence of similar developmental patterns across differegignally separated) varieties of
English. Groups of dialects have similar features and s&@emave in similar directions
with respect to structural change, and work by Labov (199it), anore recently, Trudgill
(2004) has sought to explain these similarities. Althoughdv (1991:34) does not attempt



to provide “an exhaustive or definitive taxonomy of Englisalects,” he certainly attempts
to encompass most of them into a tripartite division of Esiglaccents, one division of
which he labels the ‘Southern Shift’ and which includesetitd from the southeast of Eng-
land, the southern states of the USA and the southern heemespfrudgill (2004) looks
specifically at the Southern Hemisphere Englishes and ptteto explain their similari-
ties by making recourse to a number of more general prireipldinguistic change, while
Torgersen and Kerswill (2004) report on a chain-shift ofshert vowels of the English of
the southeast of England; research which has interestiptications for the current and
future status of SAE and other ‘southern’ Englishes.

Schneider (2003; 2007), on the other hand, provides a moreorkevel account of
the development of New Englishes, or what he refers to a@losial Englishes, under
which he includes colonial L1-varieties such as Americaglish and those of the southern
hemisphere. In essence, he posits that similar sociottistatevelopments applying across
the different colonial settings into which English was splanted, mean that the different
varieties of English undergo a similar, staged socioliageidevelopment.

The above frameworks, as well as other more minor bases gbaxison, are given fur-
ther attention in latter sections, both in terms of theirieghion and in terms of determining
the extent to which the data collected and analyzed in l&gtians supports or challenges
these frameworks.

1.3 Sociolinguistic considerations

Perhaps the best way to classify the current research weuld ay that it falls within the
field of ‘accent studies’ as defined by Foulkes and Doche@9914—6). These authors use
the term to refer to a broad field of interest “which intersdet least) dialectology, sociolin-
guistics, phonetics and phonology” (Foulkes and Doche®8016). Furthermore, while the
current research is not an example of a Labovian-type stéidirange-in-progress and is,
perhaps, not even classifiable as sociolinguistic, it doas,cat various points, on the work
of Labov and his fellow variationists; and, more generatlgttempts to draw connections
between various forms of data and broader trends in SAE agtisBraccents in general,
the trends being both of an internal (structural) nature tande involving what might be
called the ‘social life’ of a dialect i.e. the various fagonvolved in and consequent upon
the interplay between language and society.

More specifically, because the results of the current rebesre meant to be viewed as,
among other things, an effective ‘launching-pad’ for Lalowtype studies of change-in-
progress in the various urban centers of South Africa, & breursus into the main foci,
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methodologies and results of modern variationist resegratiicularly that of a phonetic
nature, is provided i§1.3.1 below.

The description arising out of the acoustic analysis thaistitutes a core source of
data for the present research is that of a particular subtyanf SAE i.e. General South
African English (GenSAE), conceived of as the modern stahétar the vast majority of
SAE speakers. While a full motivation for choosing a stadderiety is provided in Chap-
ter 4, some brief remarks about the notion of a standard arghiticular use in the South
African context are required. These are containeglli.2.

Closely related to the notion of a standard is the notion e$fige and of the indexicality
of linguistic choice in general. Since indexicality is a gahissue in much, particularly
recent, sociolinguistic research it was felt necessarynioezl the later review of SAE within
a relatively clear view of the nature and internal structfrmdexicality. The main outlines
of such a view are provided ¥1.3.3.

1.3.1 Sociophonetics

Interest in phonetic variability, particularly in the forof dialect geography, has a long
history. The term ‘sociophonetics’ is, however, relatwedcent. according to Foulkes
(2005:495), “among the first to define her work as ‘sociopliohes Deshaies-LaFontaine
(1975), in a study of Canadian-French”. According to Fosl&ed Docherty (2006:410), the
term has often been used by phoneticians to refer to worlsgazlion providing “descriptive
accounts of speech production across different dialepeaker groups or speech styles”.
The term is also closely linked to the growth of Labovian &aonist sociolinguistics and its
focus on “social, regional and stylistic variation in spe@coduction” (Foulkes 2005:495).
Work in this field is characterised theoretically by an ateio merge the fields of “dialect
geography, sociolinguistics, phonetics, and historizajuistics”(Labov 1994:25) and, in
particular, on the connection between synchronic vaitgbédnd language change. The
latter is also characterised by a number of methodologieatldpments which, according
to Labov (1994:25), include computational advances inrieguimental analysis of acoustic
data as well as the application of various kinds of matherab#ind statistical models to the
analysis of sociolinguistic data in general.

A common focus in modern sociophonetics has been on cagtahiange-in-progress
in urban centres, mostly in North America and the United Kimg. This shift from the
traditional study of rural varieties, as evidenced in earitudies in dialect geography, to
the study of change-in-progress in urban settings is defithg Labov (1994:22-3) in the
following manner:



“Itis ... commonly reported by dialectologists that loc#ldcts are disappearing,
and that we have entered a new period of linguistic convexgerstead of divergence.
But research in urban areas shows the opposite. Since 1@n2, dthers have been
reporting evidence of continued sound change in the dmletthe major English-
speaking cities. In every large speech community studi¢ddrunited States, Canada
and Australia, we observe the vigorous development of tbal ernacular . .".

This is not to, however, underestimate forces operatindhéndpposite direction i.e.
those linked to “migration ... mobility, and expansion ir ttertiary economy and labour-
market flexibility” (Torgersen and Kerswill 2004:25), alf ehich have the potential to
lead to a degree of dialect levelling and dialect convergeterms which are defined by
Torgersen and Kerswill (2004:24; my parenthesis) in thieéahg manner:

“dialect levelling . ..can be defined as the reduction in tbeher of realisations of
linguistic units found in a defined area, usually through lthes of geographically
and demographically restricted, or ‘marked’, variantghe.closely related notion of
dialect convergence...[can be defined in terms of a proceds} which two or more
varieties [become] more alike through convergent charnjesse are both seen as the
outcome of various, mainly contact-based, scenarios”.

Much of the research on dialect levelling and related araa®ben conducted on British
varieties, which are numerous and regionally diverse intatioois way, or on early colonial
Englishes, which were mostly characterised by a varietynpfii e.g. early New Zealand
English (Trudgill 2004). From this perspective (i.e. as o@l English), SAE has gone
through its process of dialect levelling. Still, the samecés that created a relatively stable
SAE variety, might have (and possibly still do) mitigate imga subsequent regional and
other divergence within SAE. With respect to SAE, there isagely a lack of clarity con-
cerning these issues, and while a focus on particular urbaters and regional variety in
general is not a focus of the current research, it requirasegareliminary attention, given
that the subjects come mainly from two separate areas. 3$ugiis taken further i§3.3.3.

1.3.2 GenSAE as a Standard

Lanham and Traill (1962:5) have the following comments tkeneegarding the aim and
scope of their study on SAE pronunciation:

The research on which this study is based has, as its ultioig¢etive, a description

of pronunciation systems relating to all social, regiomdt,. dialects of English in
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South Africa. This is, however, a long-term project requdrconsiderable resources
in trained personnel, time and money. It seemed to us, hawad there was an im-
portant intermediate objective capable of achievemennitueh shorter time, viz. the
description of ‘educated English’ - the ‘prestige dialexd’far as the English commu-

nity in South Africa is concerned.

In the current research, the choice of GenSAE over lessigiass forms of SAE with
respect to the collection of the new acoustic data has,ailpibeen motivated by a number
of considerations, both purely practical and otherwises plrely practical considerations,
as in the case of Lanham and Traill (1962), did have a centialto play in the choice
of subjects; the most prominent of these was the relative ebaccess the author has had
to speakers of GenSAE. While the less practical, more metbgitally and theoretically-
driven considerations are dealt with in some detail in Céragt and, in particular, if4.2.3,
it is worthwhile stressing at this point that one of the m@sib motivations for this research
was the establishment of a linguistic reference point oseéliae’ from which full-scale (in-
strumental) sociophonetic studies of the various urbamecgmf South Africa could pro-
ceed. Labov (1994:63), for one, advocates the use of suakéreative’ reference points in
the study of language change. Furthermore, linguistic canities are often not definable
in terms of the language used by their speakers, mainly dtreetgreat degree of variation
present in many speech communities, particularly the largan ones. Such communities
are, however, often definable in terms of the sociolinguiistirms that their members share.
Labov (2003:244) puts this bluntly: “a uniform set of nornefides a speech community”.
The accurate description and analysis of the normativetigreus variety of a speech com-
munity is one way of coming close towards determining thematf those norms that bind
a speech community together.

It should be stressed, however, that while the new acouati, @ds collected for this
research project, is focussed on the more formal end of tbelswuistic spectrum, the
inclusion of other forms of data (both acoustic and imprasstic) derived from the existing
literature on SAE, provides for an important basis of congmer and control in the overall
analysis of vowel quality in SAE. Webb’s (1983) acousticadat particularly useful in
this regard. These and other issues will be taken up at griemigth later in the thesis,
particularly in Chapter 4.

1.3.3 A Brief Note on Prestige and Indexicality

In §1.3.2 reference is made to prestige. Although the estabésih of the indexical value
of particular variants and varieties of SAE is not a main ®ofithis thesis, reference to
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indexical value (e.g. prestige, in whatever form, or itk)ais unavoidable in reviewing
variance in SAE and in terms of speculating on its historypogsible phonetic and phono-
logical future. As such it is important to position this tleds-a-visthe notion and theory
of indexicality, particularly as employed in research ie ttabovian tradition. In partic-
ular, while it is accepted that broad connections betweassclgender etc. and particular
phonetic variants can (and should) be made, recent woskriditing and exploring the com-
plex and ‘grounded’ nature of indexicality in language aiseds to be recognized. Zhang
(2008:202), for example, identifies the following:

“a broader move in sociolinguistics, particularly varatist sociolinguistics, to adopt
practice-based approaches to the study of linguistic trania. . compared with earlier
variationist studies, this strand of research pays moeatiin to speaker agency and
the ways in which social meanings are constructed througlogment of linguistic

and other semiotic resources”.

This constitutes a change of emphasis which leads BuchudtHall (2008) to motivate
for the adoption of the term ‘sociocultural linguistics’dnder to capture this new emphasis
on the context of language use and thus on the links betwaguodge, culture and society as
well as the use of concepts and methodologies closely cteth@dth other social sciences
such as anthropology and sociology.

Thus, by way of illustration, a study by Dodsworth (2008)whdiow GOAT-Fronting
in Worthington, Ohio “largely resists traditional socigjiuistic explanations ... [while]...a
close analysis of four speaker's mental representatiorthenfocal tensions surrounding
urban sprawl reveals significant differences which areedgo account for their variable
use of fronted/o/” (Dodsworth 2008:34; my parenthesis). In a similar veirhri&one and
Kiesling (2008) show how MOUTH-Monophthongisation in Blittirgh, “clearly indexes
local identity for some speakers ... [but] ...these are otthe whole, the speakers who
actually use it” (Johnstone and Kiesling 2008:6; my paresit). Within the context of
a sociolinguistic investigation of SAE, Da Silva (2007:48y parenthesis) outlines the
problems (and assumptions) underlying the practice of lgimgting variants of a variable
on a scale of lowest to highest prestige i.e. it assumes ftheatranking of prestigious
and stigmatised forms is uniform by [sic] all members of thpg¢ech community ... this
approach is often implicit in sociolinguistic researchcgih.abov’s first studies”.

While this thesis cannot (and is not meant) to attempt st@ipated ‘on-site’ accounts
such as those provided in Zhang (2008), Dodsworth (2008jstone and Kiesling (2008)
and Da Silva (2007), it can at least embrace a degree of dmaitisn in this regard by
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recognizing variousrdersof indexical meaning as, for example, outlined in Johnstame
Kiesling (2008:8-9):

first-order indexicality: similar to Labov’s (1972) notion of an ‘indicator’. Below&h
level of consciousness, indicative of a particular dempigi@group (e.g. class or
region) and not subject to stylistic variation in the speetthe individual.

second-order indexicality: similar to Labov’s (1972) notion of a ‘marker’. Shows styilis
variation; “speakers use different variants in differamtexts, because the use of one
variant or another is socially meaningful. Speakers areneoessarily aware of the
variables or their social meanings” (Johnstone and Kig<id08:8).

third-order indexicality: similar to Labov’s (1972) notion of a ‘stereotype’. A variab
form which is commonly the topic of overt comment; it is ofteot actually used in
the vernacular and is inclined to eventually recede fromates.

Furthermore, an understanding of indexicality that godsasdt some way beyond the
oversimplistic needs to be sensitive, firstly, to the pabsikihat indexical value is ‘in the
eye of the beholder and, secondly, to the social historyhef variety (and variable) in
question. Ultimately, “the social meanings of variables esntextually bound and always
in flux” (Bucholtz and Hall 2008:409) and, as stressed by kesihnd Docherty (2006:432),
the meaning of a variant can change over time and thus bepiwmge in the same environ-
ment with different indexical consequences”. Within thedfic context of SAE, Lanham
and Macdonald (1979:69) summarize this state-of-affaithé following manner:

“Prestige ...lies in the eye of the beholder and social \ahe ultimate motivation

are to be examined as a product of an individual social egped and commitment as
well as group norms. Prestige as a property assigned to al $goe or group requires
different specification in different societies”.

We will also see later, i33.3, that, more generally, the indexicality of SAE varistie
and variables provides important challenges that will yat ikemly in mind in the actual
analysis of the SAE vowel system as provided in later chapter

An agnostic position is, however, adopted in this thesifwaspect to the ‘locality’ of
such indexical information in the overall cognitive framm of the individual speaker i.e.
whether it forms part of a more broadly-conceived phonaglagyadvanced in the exemplar-
based model of phonological knowledge provided in Foulked Bocherty (2006), or
whether it forms part of performance conceived as sepam@tedrammatical competerte

3See (Yang 2008) for an eloquent defence of this position.
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Certain assumptions about the link between phonetics, gdbgyn and language change
have been embraced however, as outlined briefly in the nettbae

Lastly, the role of indexicality (in the form of identity, gstige etc.) in language change
and, in particular, new-dialect formation, needs to be i@med in the light of statements
such as those of Trudgill (2004:148), who claims that “pateof interaction ... should
always be consulted for possible explanations before aneguto conclusions about iden-
tity and prestige”. From this angle, linguistic diffusiotce is the result of the inevitable
accommodation that takes place in face-to-face encouatmtsthe changes are, accord-
ingly, mechanical, predictable and minimally associatéth social evaluation etc. Trudgill
(2004) draws explicitly on this mechanical, deterministmtion of language change and
new-dialect formation, in his attempt to explain the simiilas that exist between the vari-
ous Southern Hemisphere Englishes. In short, “if you bakesa. . from roughly the same
ingredients in roughly the same proportions in roughly Emeconditions for roughly the
same length of time, you will get roughly similar cakes” (digill 2004:20). From this point
of view it is, thus, at least theoretically possible, giveroegh information regarding the
speakers of the various dialects and languages transglémee new geographical setting,
to determine what the eventual outcome will be. In particulae outcome will not be “as a
result of social factors such as status. In determining vekommodates to who — and there-
fore which forms are retained and which lost — demograplatofa involving proportions
of different dialect speakers present will be vital” (Trildg004:85). In short, if a particular
variant is more common than another the first variant will é@ined while the other will
not*. According to Trudgill (2004:150), this reliance on a pyratechanistic ‘method’ of
feature-selection is of particular relevance to “new-etiformation . . . associated with tab-
ula rasa colonial situations”, where by ‘tabula rasa calbasituations’ Trudgill (2004:26)
means “those in which there is no prior-existing populaspeaking the language in ques-
tion, either in the location or nearby”. Trudgill (2004:2&s0 adds that by the use of this
term he is “not making claims . .. about new-town koinés” inietr a small but local pop-
ulation already exists before the process of urbanizatiomortant is that in such cases
“there will not necessarily ...be a complete break in cantath any normative traditions
already established in the wider community” (Trudgill 2(#8) i.e. issues of prestige etc.
might indeed play a role in feature selection. We will seerldiowever, that the three main
South African settlements (Eastern Cape, Natal and Jokbarg all qualify, effectively,
as tabula rasa ‘situatiors’

“There are certain provisos provided by Trudgill (2004) hsas the role of markedness, but the basic point
remains.

5| confess that an obvious gap in this list of ‘settlementsCipe Town. | know of no existing attempt,
however, to link ‘Cape Town English’ explicitly with the éwardevelopment and genesis of SAE. This aspect
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Perhaps naturally enough, the emphasis in Trudgill (200882 on the relative unim-
portance of indexicality in the development of new-diadacttabula rasa colonial settings
has not remained unchallenged. Schneider (2003; 2007yrfer proposes a model for
the development of new Englishes in colonial settings wipieltes issues of identity and
indexicality at its core; this model is discussed in greatsail in§3.3.3. More recently,
Schneider (2008:262-3) has attributed to Trudgill a “na&rconcept of identity” as well as
a false dichotomy between accommodation and identity,ahadr viewed as mechanical,
the latter “implying an understanding of the effects of itilgras deliberate and conscious”.
In contrast, Schneider (2008) stresses the link betweesmaoodation and identity, defin-
ing the first as “a process of linguistic approximation wthie social goal of signaling sol-
idarity by diminishing symbolic distance” and pointing dbat “accommodation is one of
the mechanisms of expressing one’s identity choices”. Thieaa also, rightly, intimates
that the opposite of accommodation i.e. divergence, wheeakers wish “to emphasise
their distinctiveness or increase their social distant&3gthrie, Swann, Deumert and Leap
2000:151), is difficult to reconcile with Trudgill's rathemechanistic conception of accom-
modation as linked to “an apparently biologically givervdrio behave as ones peers do
(Trudgill 2004:28).

1.4 The Phonologization Approach

As already mentioned if1.1, at various points in later chapters some speculatidirbei
indulged in with respect to the possible phonological staificertain features of SAE,
both with reference to the review of the existing impresisitin literature and the results of
this study. Given the phonetic slant of this thesis, the &domf a phonetically-grounded
approach to phonology, and, in particular, to the phongtiemology interface, seemed
most appropriate.

The existence of less phonetically-driven phonologicaloties should, of course, be
recognized. Thus, by way of example, Chomsky and Halle (LB&&e the following to say
about the stress contours of English:

“We do not doubt that the stress contours and other phoretis that are recorded
by careful phoneticians ...constitute some sort of pera@dpeality for those who
know the language in question. A person who knows the largghguld “hear” the
predicted phonetic shapes. In particular, the careful apdiisticated impressionistic
phonetician who knows the language should be able to briisgpierceptual reality

deserves further research.
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to the level of awareness, and there is ample evidence tloatepiloians are capable
of doing this. We take for granted, then, that phonetic repméations describe a per-
ceptual reality . .Notice, however, that there is nothing to suggest that tpbsmetic
representations also describe a physical or acoustic teah any detail For exam-
ple, there is little reason to suppose that the perceivegsitontour must represent
some physical property of the utterance in a point-by-piaistion ... In fact, there is
no evidence from experimental phonetics to suggest thaethentours are actually
present as physical properties of utterances in anythiegfie detail with which they
are perceived. Accordingly, there seems to be no reasormpfmose that well-trained
phoneticians could detect such contours with any religioli precision in a language
that he does not know” (Chomsky and Halle 1968:25; my emghasi

For stress patterns in particular, this perspective is et latter work, such as Ladd
(1980:41), who explicitly claims that “perceptions of prioence are indeed an illusion, a
very powerful and consistent one”. Even more recently, @oissven (2004:20) argues that
“a ...useful, response has been to point out that stressinsabtly a location in phono-
logical structure”. The issue at stake is, of course, brodgldan simply stress; and if
Chomsky and Halle (1968) are correct it casts some doubt ®mugk of acoustic data in
phonetic/phonological studies, since the legitimate dbjef study, from this perspective,
are not the objective facts but rather the internal peroaptif these facts, guided as they
are by the grammar of the language concerned. The startiimy ipptherefore, the intu-
itions of the mother-tongue speaker of the language (oedipconcerned. From a less
mentalist perspective, though, the above quotation shoeilewed rather as containing a
warning against the effect that an individual's expectaiabout a language or dialect can
have on his impressionistic analysis, particularly if taeguage and/or dialect are his own.
Recourse to acoustic data is one way to overcome these jposiisns.

More generally, however, it is not the task of this thesis igua for one phonologi-
cal approach over another. As such, the underlying, wetivaied (although certainly not
universally accepted) assumption of this thesis will be thaerms of the link between
phonetics and phonology, the lattempismarily driven by and grounded in the former (par-
ticularly during the language acquisition process) and tharimary route from phonet-
ics to phonology runs through sound change, and in partichfaugh the mechanism of
phonologization” (Barnes 2006:2).

Given the adoption of this assumption, a distinction needsetmade between the no-
tions of phonologization and phonemicization. While thtelarelates to phonemic contrast,
the former deals with the reanalysis of a gradient (and plssariant) phonetic pattern as
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a categorical, phonological one. By way of example, NguymhRagyal (2008:1), in their
study of vowel harmony (VH) in French, introduce the topichie following manner:

“It has been suggested that ...VH ..., a morpho-phonolbgiteess in many lan-
guages requiring all vowels in a word to share ...one or séfeatures, could be
understood as the “grammaticalized” end product of “anieaphonetic process in-
volving vowel-to-vowel assimilation” (Ohala, 1994). Aading to this hypothesis, VH
arose gradually through sound change due to a dissociaisimg error: ... vowel-to-
vowel assimilation ... became so strong as to cause list¢ograrse the harmonizing
vowel as independent of the triggering vowel. Once dissedifrom its trigger, the
quality of the harmonizing vowel could vary independentdnf its initial conditioning
environment, and thus be assigned new functions in the geatnm

In the actual study conducted by Nguyen and Fagyal (2008)gsturn out to be some-
what more complex and the conclusion (with certain proyigeshat VH in French is, in
fact, still phonetic and hasot undergone a process of phonologization. This is, however,
irrelevant to the point of the current discussion which igiake it clear that when phonol-
ogizationdoesoccur, what was once a mechanical, phonetic process becsamsilated
into the grammar through misperceptions on the part of neguage learners (i.e. children)
and in the process gains independence from its earlier maaha&onstraints.

As such, and as will be seen later§p.2.4.2, the distinction between unphonologized
and phonologized processes is usefully recast, synclaibnias a distinction between acco-
modatory and non-accomodatory allophony (Wells 1982:11A4 pointed out by Cho and
McQueen (2008:240), in cases of one sound assimilatingdtihan the difference between
these two kinds of allophony is where, in the first instanbe, listener relies on “acoustic
remnants of the speaker’s intention that might still be @nés the speech signal,” while in
the second instance the speaker has to draw on phonologieical knowledge.

One possible link between phonologization and sound-chélegomes apparent when
we accept that the former requires the incorporation in®litiguistic system of, in the
case of vowels, a new vowel ‘target’ with its own suscegpitipito coarticulatory forces.
Thus, by way of example, once the retracted value of a vowlerédinal /1/ has become
phonologized by the new language-learner, the articulaifdhis new target by the speaker
will, in all likelihood, be under coarticulatory pressumnmih the self-same conditioning
environment (i.e. final1/); only in this case the retraction will be more pronounceahth
before; and in itself open to further phonologization.

A related (and perhaps more basic) process similarly imglthe listener’s failure to
compensate for coarticulation” (Harrington et al. 200228 but instead of the explicit
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incorporation of the allophony into the grammar (with théergion of an original tar-
get/unmarked allophone which is linked to the new targetéeth allophone through, for
example, an allophonic rule), the original vowel targetiisy shifted along i.e. to a po-
sition closer to the coarticulatory source. While the formecess would seem most likely
to lead to systemic changes such as phonemic splits (particavhen the conditioning
environment is lost, for example), the second process\gothanges in the phonetic re-
alization of vowels, as, for example, commonly found in vbalein-shifts (se§2.3.2 for
more on this and related matters). Thus, by way of exampleindgon et al. (2008) link
just such a process to the fronting /it / in RP over the last couple of decades.

Both these processes can be subsumed under the rubric ftigptzion-induced sound
changes —that is those that can be related to contextuadmuiés synchronically ... central
to this idea is that listeners may incorrectly parse phoreténts from one phoneme that are
temporally distributed and interwoven with those of andtifdarrington et al. 2008:2825—
6).

It should be pointed out that the above analysis does acclepebhof abstraction i.e.
phonetics and phonology do constitute different leveldloing van Rooy (1997:386), it
will be assumed, however, that the starting point (or nuidtpesis) of any analysis should
view the distance between underlying phonological and ptionepresentations as minimal
as possible. It seems likely, for example, that many of theglex derivations described in
Chomsky and Halle (1968) reflect historical fact more thamchyonic competence. Unlike
van Rooy (1997), however, the usefulness of hypothesizirigast a shallow underlying
level is embraced for two reasons; firstly, as a useful detbeei tool for describing phono-
logical change and, secondly, as a means of ensuring thgritgtef the phoneme in the
face of allophonic variation. However, the emphasis liestigaon the first, with nothing
much riding on the second. With reference to van Rooy (185~8) again, it is accepted
that one way of accounting for (hon-accommodatory) allayhis not by positing a uni-
tary underlying representation linked by phonologicaksulo a surface representation, but
rather by hypothesizing the use of, as-it-wemst-hocgeneralizations (or surface analo-
gies), over separately stored members of an alternatiorder,dor example, to incorporate
new items into the lexicon. Accommodatory allophony is, lo& dther hand, taken care of
by lower-level (semi-)automatic processes.

Turning to language-change in general it is important, ¢ following Blevins (2006),
to distinguish between ‘natural’ phonetically-drivenndmage-internal instances of change
such as those discussed above, and externally-motivasewyeh (or inhibitions to change)
resulting from, among other things, language-contactsquiigtivism and literacy. This
is particularly relevant to SAE, given the existence of a thgree of debate regarding
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the origins of some of its characteristic features e.g. hdrethe centralization of certain
allophones of the KIT vowel has its origins in an endogenstrsictural change or is, rather,
the result of intensive language-contact between Engligh Afrikaans in South Africa
(or both). In this regard, one has to take into account thatpraing to Torgersen and
Kerswill (2004:24) at least, there has been a serious ustil@r@ion (in Labovian-type
studies at least) of the role played by “dialect contact engje”. Thus these authors provide
convincing evidence of dialect leveling in the southeasEngland, a process intimately
connected with dialect contact and involving dialect cogeace. This emphasis on the
role of contact in linguistic change has recently receivedea impetus in work such as
Mufwene (2008).

Even granted the truth of this (still controversial) pexdpe, however, it is clear that
compared, for example, with English English (or even AnariEnglish), the role of level-
ing in modernSAE remains unclear. While there is no doubt than a degrezvefihg took
place during SAE’s ‘early’ years, and while the spread of &&E at the expense of other
regional and social varieties has also played its part, dlevance of leveling with respect
to the containment of incipient diversification in modernESfemains unclear. The issue
of leveling in early SAE as well as regional variation in ‘preodern and modern SAE is
taken up again in later chapters, particularhg®3.3, where the application of Schneider’s
(2007) Dynamic Model to SAE is reviewed.

It is perhaps also important to recognize that, from a $grlcaibovian point of view, the
speech errors, misparsings or reanalyses of children dcomstitute linguistic changeer
se For Labov (1994:47; footnote), the issue is not one of “angieain individual habits,
but rather the diffusion of new individual forms into the wrdcommunity . ..the speech
errors of children have no privileged relation to the spedénguage changes that affect a
given community”. While it is unclear to me what other sowrt@bov might have in mind
with respect to ‘internal’ changes (as opposed to extgrmatitivated changes as described
above) he is surely correct in asserting that the reanabfsefew children do not constitute
a sufficient condition for the adoption of these new forme ihie wider speech community.
For such conditions one has to, perhaps, look beyond theifitig system towards the
broader social matrix.

Lastly, while the afore-mentioned conceptualization @& limk between the phonetic
and phonological levels provides a neat way of reconciliggradiance of the former and
the (generally assumed) categoricality of the latter, ik@sano attempt to accommodate
for the other form of gradiance so characteristic of languiag} the fact that in a language
“variation may be observed such that a given form is usedsstatly more by one so-
cial group than another, or more in one speech style tharhariadfFoulkes and Docherty
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2006:411). Accounting for such variation means, in the faralysis, accounting for the
effects of indexicality, an issue that has already beert detl in §1.3.3.

1.5 Formal Problem Statements

The following constitutes a brief (formalised) summarylwd problems (issues) outlined in
the previous sections:

1. SAE s still an under-researched dialect cluster and avbahefit from more research
generally and from the application of a different methodglan particular. More
specifically, research into SAE has, except for Webb (198&)er employed instru-
mental acoustic techniques of analysis. This renders geareh unobjective, unin-
terpretable and unreplicable in certain important respétalso implies that existing
impressionistic studies of SAE might have failed to capt@®ent developments in
the accent.

2. Disagreement in the literature is conceivably relateglygiematic differences in the
impressionistic (though expert) judgement of differerse@chers. If so, further ap-
peal to such judgment is unlikely to resolve the disagreemen

3. The existing literature on the nature and history of SABP ot, in the main, been
subject to a critical appraisal.

4. Not enough has been done to attempt an integration of SisEcertain recent the-
oretical frameworks describing the synchronic status amadhdonic development
(both structurally and sociolinguistically) of certainriies of English, specifically
those frameworks represented in Labov (1991; 1994), Teegeaind Kerswill (2004),
Trudgill (2004) and Schneider (2003; 2007).

1.6 Formal Statement of Objectives

The following provides a brief outline of the objectives loétresearch. The stated objectives
are directly related to the four problems outlined in thevjmas section.

1. Toisolate, describe and analyze, using instrumentalsdiotechniques, the vowel-
system of one sub-variety of SAEP i.e. GenSAEP; and, in sngigirovide a re-
search design that is replicable as well as results thatlgeetove and directly in-
terpretable in certain important respects. The applinatibthe above-mentioned
techniques might also unearth some recent trends in SAE.
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2. To apply the above-mentioned techniques as a potent@hsnaf resolving points of
disagreement in the extant literature.

3. To provide a critical appraisal of the existing liter&tan the vowel-system of SAEP.
4. To attempt an integration of an overall comparative asiglgased on

(a) the results of the acoustic analysis described in (1);
(b) the critical appraisal described in (3);

(c) impressionistic and acoustic data derived from studiesther relevant English
accents; with

the frameworks and models provided in Labov (1991; 1994gédicen and Kerswill
(2004), Trudgill (2004) and Schneider (2003; 2007); anda @&®nsequence, ‘test’
these framewaorks against this overall analysis.

1.7 Brief Notes on Methodology

As far as objective (1) in section 1.6 above is concernedigbearch qualifies as descriptive
in the sense that its overall objective will be to describeila-griety of SAE using a par-
ticular (largely unused) methodology. A descriptive agtoto analysis is well-attested in
the linguistic literature, and of course descriptive admyus paramount before any attempt
can be made to embed discussion of the language or dialegestign into a broader theo-
retical framework, the latter being the focus of (4) aboveals (2) and (3) have descriptive
adequacy as their focus as well, while the main focus of (Hfisourse, the integration of
the various data forms and, more specifically, the voweksysif SAEP into current theory
and model-building.

In summary, the methodological approach to be employedsmaisearch can be broadly
defined as, firstly, instrumental and acoustic, as opposdrhditional phonetic research
which is not i.e. whereas traditional phonetic descriptieies on the impressionistic
(though well-honed) judgements of trained observers, rsgarch relies (at least partly)
on more direct measurements of the acoustic signal prodogeslibjects. With certain
(important) provisos it could, therefore, be described amee objective approach as well.
More importantly, perhaps, is that it is far more replicable

Furthermore, while the research is, on the aforementioas bdescribable as descrip-
tive, data-driven and empirical, it, most importantlyeatipts to integrate observation into
a number of broader theoretical frameworks, showing howdgtta supports or, in some

19



cases, challenges these frameworks. The current ressathbriefore, far more than an un-
integrated collection of facts; or to put it more colloglyalt isn't an example of ‘butterfly
collecting'.

1.8 Structure of Thesis

Chapter 2 provides the theoretical basis for the acousticcamparative analysis of the
vowels of SAE. It begins with a focus on the acoustic dimemsiof vowel quality, in the
process highlighting the relationship between acoustitraare traditional representations
of vowel quality. Under the rubric ‘the problem of non-iniaarce’ the chapter then focusses
on reviewing theory relating to two issues that will be takgnlater in Chapter 4, which
deals with methodology: i.e. the normalization problem #relproblem of coarticulation
and the specification of vowel targets. Next the chapter iiakles a review of the basic
principles and patterns of vowel-shifting as outlined rhain Labov (1991; 1994). This
review is designed as a precursor to the theme of GenSAE'smaork generally, SAE’s
place in the so-called ‘Southern Shift’; a theme that willdigked up intermittently in fol-
lowing chapters. The chapter also briefly outlines a useéuhéwork for sub-dividing and
thus describing the vowels of English, i.e. that provided/Asils (1982) and, in addition,
briefly reviews the work conducted by Torgersen and Kergid04) on the accents of the
southeast of England, the relevance of which will becomewsp as the thesis progresses.

Chapter 3 begins with the resolution of some terminologissilies, before providing
a broad sociohistorical picture of SAE, focussing, redpelst on its sociohistorical de-
velopment, its division into three sociolects as well asfige variants within SAE. Most
importantly, and with a view towards providing a convincmegonstruction of the history of
the SAE vowel system, the chapter provides a three-stageikaition model, the utility of
which is to gain clarity concerning the exogenous inputdat im the development of SAE.
An attempt is then made to integrate the sociohistoricatipe’ provided in earlier sections
with Schneider’s (2007) Dynamic Model of the evolution ospmmlonial Englishes, a pro-
cess which leads to a proposed adjustment to Schneidef§)208odel. This is followed
by a preliminary attempt to determine SAE’s ‘place’ amonigeotaccents of English, with
the focus falling alternately on its status as an Extrateial English (ETE), its participa-
tion in Labov’s (1994) Southern Shift as well as other chehiift patterns and, lastly, on its
status as a Southern Hemisphere ETE, in the process dagcaibd highlighting Trudgill’s
(2004) recent work on these varieties.

Chapter 4 then turns to methodological issues. It begins avitlose look at the various
social variables that have been controlled as part ofatwusticanalysis (gender, social
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class, age and style) and then provides additional datacosuthiects. The chapter then fo-
cusses on, respectively, the processes of data colleatieasurement and analysis. Lastly,
it ‘situates’ the acoustic analysis within the broader rmdtilogical framework of the the-
sis, providing at the same time details of the additionaliatio data drawn upon i.e. that of
Webb (1983) and that derived from research on other vagiefi&nglish.

Chapter 5, a short chapter, provides a brief review of thenmairk done on SAEP.
It has a chronological structure, beginning with Hopwoofl28) and ending with recent
work done by, for example, Bowerman (2004) and Da Silva (2008 focus, however, is
not on the actual, mainly impressionistically-derivedues of the various SAE vowels, but
rather on making explicit the different assumptions, teatogies, foci and methods of the
various contributors to the existing literature on SAEP.

Chapter 6 to 9 then provide a vowel-by-vowel comparativeyasigmof vowel-quality in
SAE. Each sub-section of each chapter is divided into founmsections:

1. a section overviewing the main features of the respegtiveels in other accents of
English;

2. a section providing a critical appraisal of the SAEP ingprenistic literature as it
pertains to the vowels in question;

3. a section comparing the acoustic data analyzed as pdneafurrent research with
acoustic data derived from Webb (1983) as well as a humbethefr accents of
English; and

4. lastly, a section which summarizes the main conclusiometderived from the anal-
yses contained in the previous three sections.

Chapter 6 focusses on the three vowels involved in Labo@84) Pattern 1 extension
(i.e. PRICE, MOUTH and CHOICE) as well as on most of the vovilslved in his Pat-
tern 4 chain-shift (TRAP, FACE, DRESS, FLEECEYhe KIT vowel is dealt with in a
separate chapter, Chapter 7, given the inordinate amouaitesftion that it has received in
the impressionistic literature on SAE. Chapter 8 then shife focus to those vowels in-
volved in Labov’s (1994) Pattern 3 chain-shift (BATH, THOWIG and GOOSE) as well as
GOAT and CURE. Lastly attention is paid to the remaining skowels (STRUT, LOT and
FOOQT). Finally, Chapter 9 deals with the remaining vowels)REE, NEAR and SQUARE
as well as the weak vowels of English) and with the nature #edteof final /1/.

Chapter 10.2 provides a summary of the overall analysis amddes potentially prof-
itable avenues for further research.

8See§2.3.2.1 for more on these various patterns.

21



1.9 Conclusion

As an under-researched accent of English, SAEP will berrefit the application of mod-
ern acoustic technigues of analysis as well as from an atteanmpore firmly integrate it
into existing theoretical frameworks which attempt to expl mainly from a diachronic
perspective, the similarities and differences betweewadhieus accents of English, both on
a structural and sociohistorical level.

This introduction has, firstly, provided a framework whighhopefully clear enough
to allow the reader to understand the reasons for the coankiglrawn in the previous
paragraph, and, secondly, an outline of a number of thena¢sebeive further elaboration
in the ensuing chapters. Lastly, the problems that thedvwishes to go someway towards
solving, the objectives it wishes to meet in order to solveé peoblems, as well as the broad
structure of the thesis have been provided.
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CHAPTER 2

Vowel Quality and Vowel Systems

2.1 Introduction

This chapter is focussed on providing an account of variamgndsions of vowel quality and
vowel systems relevant to an understanding of the work takiem in later chapters. The
chapter is consequently divided into two broad sections fitist §2.2) devoted to vowel
quality per se and the second2.3) focussed on reviewing two frameworks which divide
the vowels of English into sub-systems, both providing ulsééscriptive frameworks that
will be employed in later chapters.

2.2 Vowel Quality

The acoustics of vowel quality is the central concern of gestion. Where necessary
it also deals with the articulatory production of vowel dtyabs well as more traditional
approaches towards its representation i.e what Catfor81(19) refers to broadly as the
“Bell-Sweet’ model of vowel production and system of cléisation that underlies most
modern description of vowels; including the system of QaatiVowels developed by Daniel
Jones and used by the International Phonetic Association”.

This section begins, i§2.2.1, with a brief overview of some of the basic principlés o
vowel quality, focussing on the general (though not unamish@onclusion that vowel qual-
ity, as represented in the traditional vowel chart, moraelp represents acoustic-auditory
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rather than articulatory fact. Section 2.2.2 is then foedss providing a (selective) review
of the acoustic correlates of some of the basic dimensionswel quality. It begins in
§2.2.2.1 with an attempt to situate the acoustic nature ofel@uality within the broader
framework of the source-filter model of speech productioan{FL960). The articulatory
basis of vowel quality is touched on, the independence ofcgoand filter is emphasized
and the notion of ‘formant’ is defined and explained. Sedi¢h2.2.2 t0§2.2.2.6 then
look at various specific dimensions of vowel quality, incghglvowel height, the front-back
dimension, lip-rounding, vowel length and the tense vs.diaknction.

Section 2.2.3 focuses briefly on the nature and utility obtopic scales. Section 2.2.4
is, on the other hand, focussed on reviewing two aspects af brbader issue, the exis-
tence of invariance on a symbolic, phonemic level in the fEdbe persistence of massive
variation at the phonetic (and particularly acoustic) levection 2.2.4.1 focusses on the
problem of intraspeaker differences with respect to vowsllity, the source of which is
usually conceptualized in terms of differences in the size shape of the vocal tracts of
individuals, and reviews the various techniques that haemlilesigned to account for (and
‘smooth out’) the acoustic differences that arise as a aprexgce of the relevant physio-
logical differences, while preserving the effect of othenrses of variation that may be of
interest to the researcher (e.g. allophonic or, more conyneaciolinguistic variation).
Next, §2.2.4.2 focusses on the effects that intrasyllabic corttexst on vowel quality; in
essence the variation that results from the presence obnantal segments before and/or
after the vocalic nucleus.

2.2.1 Articulatory vs. Acoustic Approaches to Vowel Qualiy

From an articulatory perspective, the quality of a voweldagrally determined by the shape
and size of the vocal tract, except in the case of nasal vawelhich case the linked nasal
cavity adds an extra source of resonance. The size and shépewocal tract is, in turn,
mainly determined by the position and shape of the tongudipsdThe traditional vowel
chart, is commonly meant to represent the various articulatoissibdities of these two
organs. Thus the horizontal axis is often used to signifgelaf articulation while “the
vertical dimension is divided into four areas, in effect €lividing the degree of stricture”
(Laver 1994:276). Lip-rounding is, on the other hand, acomuated for by including
two symbols for each main tongue position, the one on theslgfialling the unrounded
option, while the one on the right represents the roundeidmarThus, for example, at the
extreme top left-hand corner of the chart we find bthand [y] — both representing the

1The latest version of which is included, as part of the IPAAppendix A.
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same degree of advancement of the tongue and degree afrgtiictt with[y] carrying the
extra dimension of lip-rounding.

The extreme points of the traditional vowel chart repretfemtso-called “cardinal vow-
els” which Jones (1934:28) defines as “a set of fixed vowehdsunaving known acoustic
qualities and known tongue and lip positions,” the first eiglhwhich are generally used to
define the limits of the vowel space as represented by the\aivaet.

However, though it is common practice in, for example, idtrctory phonetics courses,
to define the two axes of the traditional vowel chart in terrhglace of articulation and
degree of stricture, it has long been recognized that thitivaal vowel chart more accu-
rately represents an acoustic-auditory vowel space réttharan articulatory one. It was, in
particular, a result of the development of the sound spgph and spectrogram (Potter,
Kopp and Kopp 1966) and as early as Joos (1948), that théorethtp between the axes
of the traditional vowel chart and tfermantsof vowels was recognized. I§2.2.2.1 the
notion of ‘formant’ will, among other things, be given a fateatment; for now the dis-
sonance between articulation and the traditional voweltatem be clearly appreciated in
Figure 2.1, which, according to Ladefoged (2006:215), shttlve highest points of the
tongue as shown in a ... set of x-rays of cardinal vowels”:

Figure 2.1: Cardinal Vowels: The Highest Points of the Tangiaken from Ladefoged
(2006:215)

Ladefoged (2001:115) summarizes this state-of-affaitherfollowing (somewhat con-
descending) manner:

“The early phoneticians were much like astronomers befaldgd . . . These astronomers
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were certain they were describing how the stars and plarets wund the earth. But
they were not. The same is true of phoneticians. They thahgltwere describing the
highest point of the tongue, but they were not. They wereadlgtdescribing formant
frequencies”.

Still, a number of dissenting voices remain. Catford (198dy) one, takes Ladefoged,
among others, to task for making reference to the highesit pdithe tongue as a basis
for determining (traditional) vowel quality. This authdains that traditional phoneticians
based their classifications on “the general positioningheftongue as a whole, not of the
highest point of the tongue” and that “the traditional propeptive system of vowel classifi-
cation . .. still works remarkably well in practice, and .ande brought into harmony with
modern methods of acoustic analysis” (Catford 1981:30-A4).added argument against
positions such as Catford’s (1981), however, is the wedlstéd phenomenon of different
articulations producing the same acoustic result. As sumzedhin Nearey (1997:3242),
“articulatory targets for the same vowel are quite varietbsg speakers. Since the cor-
responding acoustic output is more nearly invariant . guistically relevant properties of
vowels are acoustic or auditory rather than articulatory”.

2.2.2 Acoustic Dimensions of Vowel Quality

This section provides an overview of the various dimensafngwel quality, particularly
(although not exclusively) as they relate to English vovesld with the added goal of situ-
ating these correlates within a distinctive-feature frawmrdk. It begins however, i§2.2.2.1
with a summary of general acoustic considerations negessamderstand the more spe-
cific facts regarding the various dimensions of vowel gyaliollowing subsections deal,
respectively, with vowel height, the front—back dimensiihie effects of lip-rounding, vowel
length and the tense vs. lax distinction. In many of thesté@ecra basic distinctive-feature
framework will be utilized in order to highlight the link beéen the phonetic and phono-
logical levels. The features employed are meant to be mbeelyistic and in no way imply
an acceptance of any particular feature-theory. They amnast respects, based on those
provided in Odden (2005).

2.2.2.1 General Considerations

Most acoustic models of vowel production are conceptudlizéthin the more general
source-filter model of speech production (Fant 1960). Theeht outlined as follows
in Fant (1970:191):
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“The speech wave is a product of a source and vocal tractdiltieansfer function. The
basic function ...implies that somewhere in the vocal tthete originates a source,
constituting the raw material of the sound whilst . . . thealdact provides a filtering,
a shaping of the raw material resulting in the speech wave”.

According to Fujimura and Erickson (1997:72), one of theneostones of this model
is the relative independence of the two component partsvide the source of the speech
sound provides the ‘raw material’, the quality of the evah&ound is mainly determined
by the filter concerned, with a small, final role being playgdsb-called lip-radiation (see
below).

There are various different sources and filters, dependindp® speech sound in ques-
tion. In the case of voiceless fricatives, for example, therse is the turbulent airflow
generated by the close proximity of the relevant active amskipe articulators (e.g. the
tip/blade of the tongue and alveolar ridge in the casgpPf while the filter is the shape
and size of the cavity anterior to the source and, in the chsibitants, the effect that the
teeth-as-obstacle have on the eventual wave-form produced

Vocal-fold vibration forms the articulatory basis for thiottal pulse characteristic of
all voiced sounds, including vowels. It is this glottal pulhat constitutes the source of
the relevant speech sound. In the special case of voicetegsla/the source is the low-
intensity frication created by laminar airflow through thecal tract. In most accents of
English, word-initial /h/, as inhit, can, acoustically, be regarded as a voiceless vowel.
Thus, in the case dfit, the vocal-tract configuration for the initigh/ is the same as for
the following vowel, but there is no vocal-fold vibrationhé filter is thus the same, but the
source different.

Returning to the glottal pulse, the source of the vibratidmcl creates the glottal pulse
is the presence of positive subglottal air-pressure whiotefts a lateral force on the [un-
derneath] surfaces of the vocal folds, causing these ssfe@ move outward” (Stevens
1998:58; my parenthesis) and eventually open, leadingrimttuairflow through the now
open glottis. Once airflow has begun, the pressure beneatiotal folds decreases, which
in turn leads to their more rapid adduction i.e. adductidasfng) takes less time to com-
plete than abduction (opening). On adduction of the voddkfdhe cycle begins again with
a build-up of subglottal pressure. For adult speakers tigeafavibration of the vocal folds
is between 100 and 300Hz, or more simply understood as 1000twiBrations per second
i.e. each full cycle of the vibration takes between 0.01 sds10 milliseconds) or 0.003
seconds (3 milliseconds) to complete.
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As a result of glottal fold vibration, a similar cycle of irease, decrease and lack of
airflow is created. This modulation of airflow constitutes #ound source which is subse-
quently filtered by the rest of the vocal tract. As mentiorfeglfundamental frequency (F
of this sound source or glottal pulse is between 100 and 30@ypical male (modal-
voice) iy would be 126 Hz and a typical female (modal-voicg)Would be 223Hz. These
are average figures obtained by Holmberg et al. (1988) “fargel number of adult male
and female speakers” (cited in Stevens, 1998:70-1).

Stiffening of the vocal folds (as a result of an increase #irtlkength) leads, however,
to a decrease in the time taken for one cycle of vibration todmepleted and a consequent
increase in f. A shortening of the vocal folds with a resultant reductiorsiiffness leads
to a decrease ingk Although an increase in the amount of subglottal pressiseleads to
a slight increase in frequency, its main effect is to incectl® amplitude (or loudness) in
decibels (dB) of the sound wave.

Whereas the glottal pulse created by the mechanisms justiloied has a fundamental
frequency (the Freferred to above), it is nonetheless a complex waveformpced of
a series of harmonics all of which are multiples of the fundatal i.e. if the fundamental
frequency is 100Hz the first harmonic will be 200Hz, the secBO0Hz etc. Some com-
mentators, for example Ladefoged (1996:38), refer to thddmental frequency as the first
harmonic. This will not be the case here, mostly becausepbssible for the fundamen-
tal frequency of a complex wave-form tmt constitute a component part of the wave, but
only its greatest common denominator; unlike harmonicsclvare always constituents of
the complex wave (Johnson 1997:10). Technical issues,asidehowever, the harmonic
series that, essentially, provides the ‘raw material’ fo¥ subsequent filtering process. A
spectral envelope of such a harmonic series, as containg iglottal pulse and ‘set-up’
by the vocal folds, is depicted in the first box of Figure 2.2lo@ next page.

As already mentioned above, the sounds produced duringrspeech production are
the product of the source, the filtering effect of the casiti the vocal tract and radiation
from the lips. In more technical terms, “the output spectisithe product of a source spec-
trum ..., atransfer function ..., and a radiation charastiet (Stevens 1998:129). Itis, in
particular, the transfer function that determines thamate quality of the sound produced;
in articulatory terms, the configuration of the vocal tra€or any particular configura-
tion of the vocal tract there are a set of natural frequenkiesvn as formants. When the
transfer function is superimposed upon the source speditamthe harmonic series), the
frequency components corresponding to these naturaldrexgs receive a degree of am-
plification. These frequency components are, of coursehdnamonics of i.e. the ‘raw
material’. This combination of source, filter and radiateam best be illustrated graphically.
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Figure 2.2 is taken from Figure 3.1 in Stevens (1998:129)ckvkhows the combination of
these various influences as well as the final output spectfunvawel sound.
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Figure 2.2: The effect of the configuration of the vocal tatthe glottal source

In this figure, S(f) equals the source spectrum, T(f) thedfiemfunction (the natural
frequencies are represented by the peaks in the spectryfpjh&radiation characteristic
and p.(f) the output spectrum. From this diagram one can clearythe main effect of
the configuration of the vocal tract on the final output, whb effect of the glottal source
mainly being the slightly downward slope from lower to higfi@guencies. The peaks in
the output spectrum are also known as formants. Thus the‘termant’ is ambiguous,
referring either to the peaks of the transfer function ofvbeal-tract filter or to the peaks
of the spectral-envelope that are, mainly, the outcomeeofiliering of the source spectrum
by this transfer function. Formants are generally labeledra F,, F3; etc. from lowest
frequency upwards. Their position in terms of frequengy. @ihe x-axis on the spectrum) is
intimately related to vocal tract configuration and thus gbguality. So, for exampldj:]
has a relatively low Fand high k& whilst [a:] has a much higher,Fout a comparatively
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low Fs.

The frequencies of fand k, are commonly used in the literature to plot the acoustic
quality of vowels. Although, as will be seen later, a numbktransformations are often
added to this basic picture, the relationship betwegearid traditional vowel height and,F
and degree of ‘frontness’ or ‘backness’ forms the startinotpof any acoustic analysis.
As mentioned above the relationship between these two fugrand the traditional vowel
chart was pointed out as early as Joos (1948). Accordingdatiihor, “in distinguishing
among vocalic qualities, it is the lowest two resonance bdind. formants] that are most
significant” (Joos 1948:46; my parenthesis) and “it app#atsthe classical or IPA tongue-
position quadrilateral rather more closely resembles toeistic vowel quadrilateral than it
resembles the ... X-ray tongue-position quadrilateratb§11948:54). A common miscon-
ception is, however, that the first two formants relate diyeio the two ‘tubes’ in front of
and behind the stricture created by the highest point ofdhgue. Thus Joos (1948:57—
9) himself points out the relationship between vowel hegid F and frontness/backness
and k and tries to explain the articulatory basis of these ratatips in terms of a basic
two-tube model of the vocal-tract i.e.; ks viewed as throat resonance andds mouth
resonance. This perspective has, according to Rosner akerifg (1994:46), encouraged
the following rather unfortunate misconception:

“...thatF1 andF2 directly reveal the size of the cavities behind and in frointhe
highest region of the tongue, respectively. For example,highest region lies to-
wards the front of the mouth fofi/, creating a large back and a small front cavity.
SupposedlyF-1 is related to the back cavity and therefore has a low frecyevhile
F2, affiliated to the front cavity, is high in frequency ... Hewver, this approach is
oversimplified. Formant-to-cavity affiliations only holdl & limited extended”.

With respect to the representation of acoustic vowel quglié general trend is to rep-
resent fr on an inverted y-axis andsFon a similarity inverted x-axis. This captures the
fact that vowel height is inversely proportional te f.e. the higher the vowel the lower
the R) while, with respect to E; the backer the vowel the lower the frequency. A typical
acoustic formant plot would thus look something like Fig@rg on the next page, which,
to pre-empt a little, plots the mean values for the first tworfants of the short-vowels of
the GenSAE speakers who were the subjects of the currerdrobseThis figure clearly
captures the high and front quality of SAE/, the central quality of certain allophones of
SAE /1/ (‘kit5’), the back(ish) quality of/v/ and the open quality of thée, a, n/ vowels.

Finally, the independence of the source and filter companehthis model needs to
be stressed again. In practice, this means that while ghef & speaker might vacilate,
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for intonational purposes for example, the filter can, fdrirgknts and purposes, be held
constant. This accounts for the simple fact that the samehguality can be produced at
different frequencies.

2.2.2.2 Vowel Height

The two tense, [+high] vowels of Englisfi;/ and /u:/, are characterized by a high tongue
position. As a result of this high tongue position, the cresstional area of the vocal
tract anterior to the velopharyngeal port is decreaseddinparison with the articulatory
configuration for a neutral schwa-like vowel) while the sattof the vocal tract posterior
to this port is increased. The main effect of this configorats a decrease in the frequency
of Fy. This high tongue position is accompanied by a fronted terjgasition in the case of
/i:/, but with a relatively retracted tongue position in the cafsgu: /2.

Non-high vowels, i.e. [-high], are, of course, disting@dHrom high vowels by a higher
F1. In terms of the distinctive-feature scheme provided fqrfblyexample, Stevens (1998)
or Odden (2005), [-high] vowels are themselves divisibte tmwo sub-groups: low vowels
and non-low vowels. Low vowels, [-high], [+low], such A&/ and/x/, are characterised
by a decrease in cross-sectional area of the posterior mipay region and an increase
in cross-sectional area in the anterior region. Both thésete are the result of tongue
lowering and retraction. The overall result (which is ineeffthe opposite as that for high
vowels) is a dramatic increase in the frequency of the F

Non-low (non-high) vowels, i.e. [-high], [-low], such &8/ and/o:/, have articulatory
configurations which are intermediate between the two mdeerepresented by the high
and low vowels discussed above. So, for example, the cextisgal area of the posterior
region will not be as constricted as it is for low vowels, neldage as it is for high vowels.
As a consequence the 5 also intermediate between the values common for high@md |
vowels.

Another factor that needs to be taken into account is thetfedttin the case of front
vowels the cross-sectional area of the anterior portiorhefvocal tract decreases with
vowel height i.e. as the tongue is lowered to produce loweml®the area increases. Thus
the K, maximum of [+high] front vowels is higher than the Faximum of [-high] front

2This state-of-affairs, however, needs some qualificatitih regard to many accents of English, including
SAE, since they are often characterized by a substantiadhytéd /u:/ vowel i.e. [a:] to [y:] — see§8.2. In
extreme cases of fronting it is conceivable, therefore, i distinction betweeyii:/ and /u:/ might be more
a matter of absence or presence of lip-rounding rather ti@pdsitioning of the tongue body on the horizontal
plane — se€2.2.2.4 for more on the acoustic effects of lip-rounding.e Possibility for arguing, in extreme
cases of GOOSE-fronting, for ghonologicalreanalysis of the difference between FLEECE and GOOSE as
involving [+ round] rather than# back] is an interesting one, but beyond the scope of thisshes
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vowels and in general the lower the vowel the lower thentaximum. This of course
explains the characteristic ‘slope’ of the front part of theditional vowel chart. On an
instrumental level, Labov (1994:160), for example, definewel height in terms of the
following formula, which captures the fact that “the greatjarity of raisings are not simply
alterations of F1, but rather combine changes in both F1 2raldng this dimension”:

VF22 — (2 F1)2

As can be seen from this formula, the raising of a vowel aldwgfitont diagonal usually, in
fact, involves a greater shift ibRhan F.

2.2.2.3 The Front-Back Distinction

In very general terms, the acoustic effect of the tongue erfrimt-back dimension is quite
simply that the more fronted the position of the tongue tighér the k&, while a backed
tongue position leads to a lowep.FAs a general principle, this applies across all vowel
heights. On a phonological level often only one feature, gtgback], is used to capture
this dimension.

In the previous section, the front diagonal of the traddiowowel chart was related
to instrumental correlates of vowel height along this dreajo This front diagonal is, of
course, in contrast with the more perpendicular ‘back loféhe traditional IPA chart — see
Appendix A. There seems to be some consensus that the stredghof this line is more
indicative of thedifferencebetween kand | (F; - F;) than of the value of Fitself and, in
fact, some representations of acoustic vowel quality eyngioR-F; transform in order to
bring the acoustic representation closer to that of thetioael vowel chart.

In charts employing falone there is, on the contrary, a characteristic slope axdouv
central position to a high back position (in the case of malopngs usually ending with
/o:/ in high-back position given the fronted articulation/af/ in many accents of English).
This can be clearly seen in Figure 2.4 on the following padeckvprovides data on the:/,
/ou/ and /au/ vowels of GenSAE. As will be seen in later chapters, a finaitasyllabic
‘dark’ /1/ in SAE (i.e.[t]) has a substantial retracting influence on preceding vouesitg.

In Figure 2.4, a subscript ‘I" has been added to the end of tee/lp allophones of each
phoneme. As can be seen these allophones follow a path whioksponds roughly with
the K=F; line that slopes from the bottom of Figure 2.4 to the top righthart employing

a k-F; transform for the x-axis would thus effectively ‘straightep’ these three retracted
allophones. While an4F; representation of the front-back dimension has the adganta
of bringing the acoustic vowel chart more in line with theditenal one, the use of
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values alone is more in-line with the procedures employetddiov (1994), the F=F; line
being used in conjunction with the formula provided2.2.2 to define the outer limits of
a triangular phonetic space.

As will become clearer i§2.2.2.4, the position and articulation of the lips often has
dramatic effect on thedvalue of a vowel, and to a lesser extent on the§ well.

2.2.2.4 The Effects of Lip-Rounding

According to Docherty and Foulkes (1999:53), “the effeclipfrounding is ... difficult to
represent unambiguously”. Furthermore, while for mosjppees the division of vowels
into rounded and unrounded suffices, it should be noted tiratlassic representation of
rounding on the IPA vowel chart, e.fi] vs. [y], is highly idealized given that lip-rounding
is, on phonetic grounds at least, a continuum. Jones (1984f& one, provides a more
subtle framework and distinguishes between a spread,aheund rounded lip position and
divides lip-rounding into close and open varieties. Acaagdo Ladefoged (2007:16), even
on a phonemic level “we probably need ...three possibleegafar Rounding, [neutral],
[rounded], and [over-rounded]. ... Further investigatioay show that we need a fourth
value [spread]”. For phonological purposes, this theskglerecognizing the possible over-
simplification it implies, will retain the more traditiont round].

As has been suggested above, the fundamental effect afdipding is a decrease in
the F, of the vowel concerned i.e. given an equivalent tongue cordign the E will be
lower than it would have otherwise been. Figure 2.5 on the page, which provides the
spectra of two non-low back vowels and which is taken from@i® in Stevens (1998:291),
illustrates this effect nicely. It is clear from this figureat the k of the rounded-vowel
spectrum is closer to the Ehan in the case of the non-rounded-vowel spectrum.

The effect of lip-rounding on front vowels is somewhat samilAgain this is best illus-
trated with examples of spectra. Figure 2.6 on page 37, thkem Fig 6.21 in Stevens
(1998:293), shows the difference between the unroundeld fnant vowel [i:] and the
rounded high front vowd]ly:]. This difference in i between these two vowels is important
to emphasise since it implies that the same tongue configar@te. degree oarticulatory
frontness) produces a higher when the lips are not rounded but a relatively lowenhen
lip-rounding is added. This is of particular relevance toeats such as SAE which display
substantial fronting ofu:/.

The lip-rounding of vowels also usually causes a lowering;0f\While this is generally
true for most vowels, the effect is most clearly visible widéspect to low vowels. Thus the
rounding of a low back vowel (e.g/n/) would cause a lowering ofJFplus, in addition, a

35



relatively substantial lowering of;Hi.e. greater vowel height), both a result of the increase
in size of the anterior cavity.

The overall effect of lip-rounding is captured beautiflityfFigure 2.7 on the next page,
taken from Fig 6.2.2. in (Stevens 1998:292). In this diagthensolid-dot vowels are the
four unrounded vowel$i:,e:,&,a:] and the two rounded back vowsdls:,u:]. Arrows are
indicative of the effect of rounding. As can be seen the mé#fieces of rounding are a
decrease infand (particularly in the case of the low vowels) a decreasg .in

The opposite of lip-rounding, i.e. lip-spreading, woulégumably create the opposite
effect of lip-rounding i.e. an increase in both &nd K. Thus, by way of example, for
low front vowels such aga/, Stevens (1998:276) mentions that “the lips can be spread to
decrease the effective length of the vocal tract and thusaiotain as high an F1 and F2 as

possible”.
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2.2.2.5 Vowel Length

It is well-known that vowel duration in English is affectey the following consonant. In
many accents of English, vowels are lengthened prior toeebmnsonants and shortened
before voiceless consonants. Thus, in SAE, the vowélithis substantially longer than
the vowel inbat Above and beyond this allophonic patterning, howeverrethg also
what Peterson and Lehiste (1960:701) refer to as “instridarations of syllable nuclei in
English”. In essence certain vowels are instrically lontpem others. Thus, in SAE, the
vowel in keenis longer than the vowel ikin although the environments are identical. This
interplay between intrinsic and allophonically-deteredriength often leads to “durational
overlap between the durations of long nucleus plus voisetessonant and short nucleus
plus voiced consonant, for example in such setseagl-beat-bit-biti (Peterson and Lehiste
1960:702).

Perhaps more centrally, length is not generally viewed am@imically important in
English since difference in length is usually accompaniga bifference in vowel quality.
Thus while/u:/ is long and/u/ is short, these phonemes are also generally realized-differ
ently in terms of their position in{#F, space. There appears to be some evidence, however,
that the SAE vowel system has a number of cases where thisajjgminciple does not
apply i.e. there are pairs of vowel phonemes distinguishiggtipally by length i.e. by the
[+ long] feature. These will be dealt with on a case-by-caseslasater chapters.

2.2.2.6 The Tense-Lax Distinction

Vowels positioned on the periphery of the vowel quadrilgtean be thought of, in articula-
tory terms, as representative of those tongue configusatimat are furthermost away from
the configuration which produces schvial, where schwa is represented by the mid-point
of the vowel quadrilateral and characterised by a “unifoloal tract cross-sectional area”
(Stevens 1998:284). Such peripheral vowels are also knewarse vowels and are con-
trasted with so-called lax vowels which do not show sucheemé movement away from the
neutral position. In the case of non-low vowels, the tehsg¢ and/i:/ have, for example,
their lax counterpartgs/ and /1/, the latter vowel being produced, in comparisoryitg,
with a less wide pharyngeal region and an increase in sizeecdititerior oral region.

More importantly for the purposes of the current discusdiaiov (1994:174-5) appro-
priates the notion of aiff tense] category, relating it, in turn, to his notions of tleeipheral
and nonperipheral tracks of acoustic vowel space. The tendax distinction and its rela-
tionship to peripherality play an integral part in Labovi©£94) general principles of vowel
shifting, as further elaborated ong@.3.2. In his conception, the feature fense] is related
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to a range of different phonetic phenomena, and appliehdrcase of diphthongs, not to
the whole vowel but to the nucleus and the glide as separétesnAs far as the phonetic
manifestation of f tense] is concerned, the most important connection for sava link
between tense nuclei and a position “closer to the peripbktlie two— or three—formant
vowel space” (Labov 1994:175). Since Labov (1994) gengetadks k5, and not k-F4, this
acoustic vowel space is representable as a triangle withntaio tracks, as illustrated in
Figure 2.8. In this figure, the two outer areas represent ¢niplperal and non-peripheral
tracks respectively.

Figure 2.8: Labov’s (1994) acoustic vowel triangle

2.2.3 A Brief Note on Tonotopic Scales

As emphasized by Johnson (1997:55), “the auditory systgetsiency response is not lin-
ear”. In other words, frequency is not the same as pitch amdaatical terms this means,
for example, that while the difference between 100Hz andzi8ldquivalent on aacoustic
level to the difference between 1100Hz and 1050Hz, the tfferdnces are certainly not
equivalent on a perceptual level. The non-linear, quaglithmic relationship between fre-
quency and perceived pitch is captured by, for example, #lesoale, which is constructed
“from a series of ...judgments, ... such that frequencias dhe spaced at equal distances
along this scale are judged to be related by the same piticti (8tevens 1998:227).

A number of different scaling methods, or auditory transfsr have been utilized over
the years to model the change from frequency to its percegdaravative i.e. pitch (Ros-
ner and Pickering 1994:16-19). These include the logarithing) transform, the mel
scale (Stevens and Volkmann 1940) as described above, theidktransform (Koenig
1949), the critical-band-rate (CB-rate) scale (Zwicke1)@and the equivalent-rectangular-
bandwidth-rate (ERB-rate) scale (Moore and Glasberg 1983)
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Joos (1948:52), for example, uses the logarithmic scaléhtoidesign of his acoustic
vowel charts: “the scales are not linear, but logarithnke the musical scale”. A log-based
auditory transformation also forms the basis of a numbepafnalization techniques — see
§2.2.4.1, likewise with the mel and Koenig scales. Of paldéictelevance are, however, the
last two scales, the CB-rate and ERB-rate scales, sincedbdiiese have become increas-
ingly common in sociophonetic research, perhaps as a resatimments such as that of
Watt and Tillotson (2001:275-6; footnote):

"The use of psychoacoustic frequency transforms — the B&oknig or mel scales,
for instance — is well established in experimental phonetsearch ... but is practi-
cally absent from current work on sociophonetics. While mhar of researchers in
the latter field recognise the importance of treating spsecimds more as perceptual
objects than as purely acoustic events ...psychoacoustiessare conspicuous by
their absence in Labov’s work and the paradigm it has geedtat

Thus, by way of example, the relatively recent Hawkins anddiéy (2005) use the
ERB-scale in their acoustic analysis of RP monophthongs.

What Watt and Tillotson (2001) fail to discern, however, hattthe logorithmic con-
traction, particularly in the high4regions, that the use of such scales imply, while percep-
tually valid, often obscure important distinctionsgbduction(Labov 1994:165). Simply
put, “though diagrams with logarithmic second formant tigp correspond more closely
to even perceptual spacing, the more expanded view of trenddormant is helpful in
exploring the dimension of peripherality” (Labov 1994:xi)

2.2.4 The Problem of Acoustic Non-Invariance

In their article on the acoustic properties of English fiimes, Jongman, Wayland and Wong
(2000:1252) point out that one of the main problems in phometsearch and, in particular,
in acoustic phonetic research, is the identification of iard acoustic cues (if any) that
characterize the various classes of speech sound. Whileedawel of the linguistic system
itself, units such as phonemes are for all intents and pegpgrceptually invariant and
discrete, on a phonetic level there is a contrasting highesdegf variance. It is this variance
that accounts, for example, for the fact that, while we aptetoimitate nonlinguistic and
foreign sounds, weepeatutterances in our own languages i.e. speakers “reproduce th
utterance by substituting, for the sounds they heard, thiicpkar corresponding variants
that they habitually pronounce” (Harris 1964:36).

The high degree of variance across sound signals has itiro@wvariety of sources, in-
cluding speaker size, phonetic context and speaking ratgigman et al. 2000:1252). The
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influence of phonetic context, as derived from the coaritoih of succeeding phonemes,
has in particular troubled researchers. As summarized bgr8an, McCaffrey and Matthews
(1991:1309; my parenthesis):

“The pervasive coarticulatory nature of speech has cartgibto . . . [the] . . . theoretical
puzzle known as the “noninvariance problem” — i.e., pengaptonstancy despite

physical variation in the signal”.

While the non-invariance problem is often discussed in it lof attempts to under-
stand how humans ‘extract’ invariant features from the atiosubstrate, focussing thus on
the perception of phonemic units, the problem of non-irarase has equal (though indirect)
relevance to intraphonemic distinctions, particularlysth of a sociolinguistic nature. When
it comes to vowel perception in particular we note in the sexttion that the challenge is to
not only neutralize differences between perceptuallytidahvowel tokens, but at the same
time to preserve relevant distinctions not only on an altpt, but also on a sociolinguistic
level.

2.2.4.1 The Vowel Normalization Problem

The problem of vowel normalization (Pisoni and Luce 1986M)(relates to two sources of
variation mentioned above i.e. speaker size and speakiagThe former kind of normal-
ization will be the focus of what follows, given that the datdlection procedures employed
in this research impose a degree of control on the fatter

Different speakers have different vocal-tract shapes asd.sTheir articulation of the
same speech sound and the corresponding acoustic outpthevdfore differ in absolute
terms. Any invariance encoded in the speech signal mustiessuli, be of a relative nature.

The problem of normalization, although discussed by JoB48&}, is generally traced
back to Peterson and Barney (1952), who provided the firat glieture of the effect of the
vocal tract sizes of men, women and children on the formdoegaof vowels. Interestingly
enough, there is some evidence for the possibility of thektiact changing its shape and
size over the course of one individual’s lifespan, and nsittgun a physiological level. Thus,
Story (2008), for example, provides compelling evidencestiow how one individual's
vocal-tract setting has changed over the course of a fevgyear

Since Peterson and Barney (1952), there have been a plethesavel normalization
techniques, each with its different emphasis and thealedgesumptions. Following Adank
(2003), we can adopt a four-way classification of such tepkas. In what follows, a tech-
nique is vowel-intrinsic if it uses information containaddnly one vowel to normalize that

3See Chapter 4 for more on this and other methodological sssue
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vowel and vowel-extrinsic if it uses information across wtsv A formant-intrinsic method
of normalization derives dimensions (in practical termssaof the relevant plot) based
on information derived from one formant, while formantsegic methods derive dimen-
sions from information across formants or from the relafop between formants. Note
that Adank (2003:14) uses the term ‘formant’ somewhat Iiyoseinclude k; the same

practice will be employed in what follows (but not elsewbere

Vowel-intrinsic / formant-intrinsic techniques: These are, essentially, the various audi-
tory transforms discussed K2.2.3, the point being that they do, to some degree,
‘smooth out’ differences between speakers as a result datitghat there is greater
contraction as frequency increases. As pointed out by WialttFabricus (2003:161;
my parenthesis), however, these scales do “not in fact pdlynit direct comparison
of one speaker’'s vowel sample with another speaker’s voamlpte in the way that
we would wish. This is because the influence of VTL [Vocal Triaength] is not
actually wholly eliminated”. While the previous remark® aimed specifically at
the bark-scale they are meant to stand as a critique of altcaydransforms. The
main criticism is that in the frequency domain in which thedfa vowel finds itself,
“between c. 200Hz and 1kHz — the mapping between Hz and Barkffactively
linear” (Watt and Fabricus 2003:161). It should be pointadio this regard that the
last comment is only partly true, if one accepts that thiséant as a general critique
against auditory transforms. The log-scale is, by definjtiwot linear at all, and the
same would appear to apply to the ERB-scale (Moore and Gig4i883).

Vowel-intrinsic / formant-extrinsic techniques: The example provided by Adank (2003:19—
20) is Syrdal and Gopal’s (1986) normalization techniqusebleon bark-differences,
mainly between bark-transformed &nd F (representing vowel height) and between
bark-transformed fand k (representing the front-back dimension). The method is
vowel-intrinsic because the resultant dimensions aredbaseatios derived from for-
mant measurements (and the accompanying auditory tramafion) from the vowel
in question i.e. each vowel is normalized independentlyhefdther. The technique
is formant-extrinsic because each dimension is basedrelagonshipbetween for-
mants.

Vowel-extrinsic / formant-intrinsic techniques: Here the examples mentioned by Adank
(2003:21-3) are those of Gerstman (1968), Lobanov (1974 taa individual log-
mean model in Nearey (1977). The latter two normalizatiammneues are partic-
ularly common in sociophonetic research of the Labovian Ichotihey all rely on
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information acrossvowels, but each normalized dimension relates to only one fo
mant. Thus, for example, Lobanov (1971:606) provides tHeviing formula:

EN = (F, - Mi)/o,

which basically says that the normalized value of any fornwdrany vowel-token
(FN) is equal to the mean frequency value for that formant fothedlvowel-tokens

of the relevant speakef(i) subtracted from the frequency value of the vowel-token
formant in question £;) and then subsequently divided by the standard deviation of
the formant frequency values of all the vowel-tokens forgame speaker).

Vowel-extrinsic / formant-extrinsic techniques: The normalization methods included un-
der this rubric by Adank (2003:23-5) are Nearey’s (197 7Jethéog-mean model and
those contained in Norstrom and Lindblom (1975) and Mi{le989). Each of these
methods relies on information from more than one token. &oeXample, Nearey’s
(1977) CLIH;4 model uses a mean derived from the log-transformed fregeenc
of the Ry, Fi, F; and K, Norstrom and Lindblom’s (1975) vocal-tract transforma-
tion model derives a meargRacross vowel tokens in order to estimate the relevant
speaker’s vocal-tract length, while Miller's (1989) formaatio transformation in-
cludes a Sensory Reference (SR) point based on the “geommadan of the current
speaker’s voice pitch” (Miller 1989:2121).

According to Thomas and Kendall (2007), another usefulrdion can also be made
between so-called speaker-intrinsic and speaker-eitnmsmalization methods. The first
kind normalizes each individual's vowels separately, witiie second kind normalizes a
number of speakers together. While all of the above normtidia techniques are, in most
guises, speaker intrinsic, many of them can be ‘turned’ smi@aker-extrinsic methods, as
discussed in Thomas and Kendall (2007). The most well-kngpaaker-extrinsic method
is that used in Labov, Ash and Boberg (2006). It is acceptedieler, that this method is
generally effective only with a very large number of subgect

As stressed by Docherty and Foulkes (1999:53), “there isigcrutable algorithm for
transforming the mathematical differences between spgakétill, it would appear that
some normalization techniques are better than others. KA{2003) is specifically fo-
cussed on analyzing the utility of the various normalizatiechniques mentioned above
for sociolinguistic purposes. At the end of the day the tépimm needs to meet the follow-
ing criteria, as expressed in Hindle (1978:167):

“...it is essential to have a transformation that will mimeformant differences be-
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tween individuals due to inherent physiological factons, Will preserve distinctions
that correspond to perceptibly different vowels. This nsegigests a third criterion in
addition to clustering and separation ...namely, that @esgful normalization will
reveal socially significant differences. For example, inpaech community where
there are perceptible differences between the vowels aigamnd old speakers ...the
normalization procedure must preserve this relation”.

While the exact details of Adank’s (2003) analysis is beytrescope of this discus-
sion, her conclusions are pertinent. In essence, the vemtghsic forms of normalization
are unambiguously seen to perform better than the vowehant methods at reducing the
influence of vocal-tract length while preserving relevastislinguistic differences. It was,
in particular, the vowel-extrinsic, formant-intrinsic theds that stood out i.e. those of
Lobanov (1971), Gerstman (1968) and the CLlkhodel of Nearey (1977). This result is
reflected in more recent work such as Escudero and Bion (200%4) who choose “not to
include any vowel-intrinsic normalization procedure .ecause previous studies ... have
shown that they perform much worse than the extrinsic pnaes.

As such it was decided, in line with the above-mentionederegvof the literature on
this topic, to employ a vowel-extrinsic, formant intrinsieethod of vowel normalization, in
particular the Lobanov method, the formula for which hasadly been provided abdve

2.2.4.2 Coarticulation and Vowel Targets

Vowel guality is in almost all cases a dynamic phenomenoa,bisis for this dynamism
being CV or VC transitions as well as vowel-inherent speainrange (VISC) (Nearey and
Assmann 1986). At least for monophthongs, and for short mplotihmngs in particular, and

4As an aside, the irony of this situation is that many of the elsextrinsic methods “were designed for
improving vowel classification, often for automatic speeebognition” and are not necessarily focussed on
“modeling human vowel perception” (Adank 2003:14). The tsoecessful methods of normalization therefore
appear to be those which have only a tangential relationgitiithe normalization procedures employed during
humanvowel-normalization. As emphasized by Harrington and ©gg4999:77), “the evidence suggests that
extrinsic cues camfluencevowel quality”. Nearey (1989), for example, includes “@xsic (transsegmental)
relational properties” as one of four types of informatiompacting on the perception of (English) vowels.
“What is less clear is whether extrinsic informatiomecessaryo judge vowel quality accurately” (Harrington
and Cassidy 1999:77). The experimental evidence seem#tidpa negative answer. Without entering into the
experimental details, Verbrugge, Strange, ShankweildiEatman (1976:208) conclude that “talker-dependent
acoustic variation does not pose a major perceptual proklghin a common dialect group. Listeners can
identify a high proportion of vowels spoken in citation{iosyllables by talkers with whom they have little or
no previous experience”; while Assmann, Nearey and Hog@82)1found that the difference in terms of vowel
recognition was marginal between contexts where the sagakepproduced the vowels or where the speakers
differed. According to these authors, “the extreme versibthe relative formant normalization hypothesis
is not supported by the data ..., since speaker-randomszgatéd vowels are well recognized by listeners”
(Assmann et al. 1982:979).
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especially in sociophonetic studies in the Labovian moilid, common practice to deter-
mine vowel quality on the basis of formant measuremenisaffel k) at the vowel-target
i.e. that segment or point of the vowel that is deemed to datetthe target of the ar-
ticulatory process. Thus, Harrington and Cassidy (1999c¢km that the “the acoustic
vowel target, which in monophthongs typically occurs néarviowel’s temporal midpoint
...is presumed both to be the section of the vowel that isénfted least by context effects
and to be relatively steady-state (that is, unchanging@riols methods in the sociopho-
netic literature have been used to establish the voweltsaajenonophthongal vowels. As
confirmed in Labov (1994:165), the most common method ire®kestablishing points of
inflection in the formant trajectories, “and the most comrsanh point of inflection is the
F1 maximum reached when the consonantal influence of theé onseda is minimal”. In
a more recent paper the term ‘turning point’ has been used &sjaivalent for point of
inflection (Langstrof 2006:143). Boberg (2005:7-8) empltye following set of criteria in
his measurements of the short monophthongs of Canadiais&ng|

“The measurement was made at the point that best repregbetedntral tendency of
the vowel. This was usually the maximum value of F1, or thedigiaf a steady state
of F1. In a few cases, the trajectory of F2 was used as a guidstadlishing a more
precise point of measurement within an F1 steady state.”

The use of the Fmax as a sampling point is particularly useful, given thas inot
dependent on “the determination of the onset and offset @fvtdwel, and consequently
on measurements of its duration” (Di Benedetto 1989:58)faasexample, the use of the
temporal midpoint would be.

The term ‘vowel target’ has an unfortunate ambiguity in fiberdture though. On the
one hand, and from one perspective, each vowel has “an idiallatory configuration
represented acoustically by an ideal formant pattern” (Bn&letto 1989:59). Underly-
ing this perspective is the search for potential invariamtéscfor vowel identity and, as
mentioned, the target values in question are often “idea&soe.g. those found in hVD,
#Vd (Di Benedetto 1989:56) or isolated citation-form coute(Harrington and Cassidy
1999:69). According to Andruski and Nearey (1992:390) ibften the case that in conso-
nantal contexts such a vowel target is not present; morepkauty, the formant values fail
to reach the target values due to coarticulatory pressangsenomenon known as formant
undershoot (Harrington and Cassidy 1999:69), a form oktaugdershoot which is defined
by, for example, Oh (2008:363), as “deviation of a sound fitsntarget value toward those
of other segments in the context”. Similarly, Halle and 8tes/(1964:605) claim that for
speech in general, “when utterances are produced at anigeslawest rates, a given artic-
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ulatory configuration may not be reached before motion tdwlae next must be initiated”.
Formant undershoot is thus just one instance of a more dgstegromenon and target un-
dershoot is a natural and common reflex of coarticulationwiibe touched on later, target
undershoot also appears to provide a fertile ground fordagg change. Bauer (2008), for
example, establishes a clear link between such procesdeth@meneral diachronic pro-
cess of lenition. Interestingly enough, Di Benedetto (39890 provides examples of ideal
vowel targets being overshot, thus a possible source afridat changes involving fortition.
The fact that vowel targets, as conceived of in the idealesea® often not realised,
has resulted in some dissatisfaction with this ideal notiod has led more recently to a
search for “other cues to vowel identity beyond the tradaio steady-state formant targets”
(Andruski and Nearey 1992:390). Di Benedetto (1989:55)pfe, shows thatFmaximum
is not a sufficient mechanism for disambiguating vowels spdby the same speaker with
regard to the height feature:

“Examination of theF1 trajectories of the vowels for which confusion occurs shiow
variations in the way1 reaches its maximum among different vowels. In partigular
if two different vowels such ag] and[e] have the same maximuFR1, thenF1 for the

lower vowel reaches its maximum value earlier”.

From a sociophonetic perspective, on the other hand, winéeeest lies in intrinsic
variation of different sorts rather than the extractionmfariant features or ‘targets’, the
allophonic variety assumed by the various consonantalegtsts important to capture.
From this perspective, the vowel target is far from ideal andefinable as that point of
the formant trajectoryeastinfluenced by consonantal effects. It is thus, perhaps, tbest
distinguish between the ideal, abstrpbbnemiosowel target and the actuphonetictarget
reached in any particular instance. In an acoustic anaysis as the current one, the focus
would fall (mainly) on the latter.

Diphthongs, on the other hand, have generally been viewemrgining two vowel
targets, an onset target and an offset target. There hasykawbeen some debate about the
exact relationship between these two targets. Thus, aogptd Harrington and Cassidy
(1999:66), there are essentially three hypotheses rglatithis relationship. Firstly, there
is thedual targethypothesis which claims that the actual values of the twgetsrforms
the primary basis for diphthong identification. Secondhe dnset plus slopéypothesis
according to which “diphthong quality is presumed to dependhe first target and rate
of spectral change towards the second” (Harrington andi3a$999:66) and, lastly, the
onset plus directiomypothesis, the nature of which should be self-evident. raski and
Nearey (1992:390) use the term “compound target approasia’ aver-term for all three
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hypotheses and, where necessary, the same device will Heysdhere. The general con-
sensus, however, is that both targets are crucial for thatifaetion of diphthong vowel
quality. More interestingly, a recent attempt to provideraprovement on the ideal notion
of a vowel target, as discussed above, has involved the ®ateof this model to monoph-
thongal vowels (Nearey and Assmann 1986, Andruski and NeE82). Andruski and
Nearey (1992:390) summarize this approach in the followiamner:

“...the “vowel-inherent dynamic” or compound target . .peqach . .. states that prop-
erties of bothnucleusand vocalicoffglide sections must be considered. This theory
suggests that not only phonemic diphthongs, but the mgjofiEnglish vowels, ex-
hibit characteristic kinds of formant movement and thatebimherent spectral change
(VISC) ...is important for the perception of English vowels

While the relevant research is, again, focussed on theifbatibn of acoustic cues
for vowel identification on a phonemic level, many of the angunts apply equally well
to sub-phonemic vowel quality. In fact the inclusion of infation above-and-beyond the
vowel-target formant values (however defined) seems piatiy warranted in descriptive
accounts which, ideally, deal with qualities that are monelfi-grained than the purely
phonemic. Thus, to provide a hypothetical example, whike sistematic difference in
degreeof monophthongization of the PRICE vowel between GenSAEGuitivated SAE
subjects might have no effect on the identification of théowes tokens as members £ifi/
per se, it might constitute an important indicator or mariethe social identity of these
two groups.

Two other ‘improvements’ to the notion of an ideal target al®o reviewed by An-
druski and Nearey (1992:391-2). The first, known asuthdershoot compensatidgheory
basically claims that in cases of formant undershoot, tmegpéual system, in effect, ‘re-
constructs’ the relevant vowel target, a process which witsih relies on knowledge of the
coarticulatory effect that the relevant consonantal cdritas on the vowel in question. The
third theory is thalynamic cospecificatioane, which claims, perhaps surprisingly, that the
main cues for vowel identification lie in the VC and CV traiit periods — see below for
more on this.

Anotherprima faciereason for extending the analysis of all, particularly praically
monophthongal, vowels in order to include VISC, is that visado change in terms of
their status as monophthongal or short. In the case of longoptahongs, there is ample
evidence to suggest that the boundary between such vowelscacalled diphthongs is a
tenuous one at best, and even in the case of short ‘monogahaowels things are not
intrinsically stable. Short vowels become tense, or in ML 994) terms, move onto the
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peripheral track, and often (although not necessarily) tgigth and VISC in the process.
A famous example of this is shaatin American English, which has, in some dialects, risen
on a wholesale basis along the peripheral track, often mgian inglide in the process e.g.
[mion] for man notice that a sub-category of this phonenel(/) are the traditionally short
vowels found in words such &ap, matetc. On the whole, therefore, there seems to be suf-
ficient grounds for not assuming the monophthongal or dipiglal status of a particular
vowel and, in addition, for indeed assuming that a desegptiadequate (acoustic or im-
pressionistic) account of a particular accent, as is onbefdci of this research, requires
the tracking of vowel quality over time.

An acceptance of the position argued for in the previousgraph, however, raises two
additional related issues, that of coarticulation and ssgation. It follows logically that if
one wishes to track vowel quality over time one needs to matkecaion about when the
vowel ‘begins’ and when the vowel ‘ends’; and perhaps evemubtvhether these are valid
expressions given the coarticulatory nature of speechthe.fact that “a given phonetic
parameter cannot change instantaneously from one valueotbex; the transitions from
one target configuration to the next must be gradual, or dmaofrhus, the configuration
at any given time may be the result of instructions from mbesmtone phoneme” (Halle and
Stevens 1964:605). The question, ultimately, is about dradr not (andhow, if possiblg
to exclude such coarticulatory effects from one’s desioipbf vowel quality.

As mentioned above, in a sociophonetic study it seems ltgivadvious that one would
at least attempt tadentify the effects of coarticulation as far as possible i.e. thevesit
vowel’s allophony. This relates to certain well-known facbncerning the ‘reach’ of coar-
ticulatory effects. As emphasized by Lehiste and Peter&661(:271), in their study of,
among other things, CV and VC transitions, “there seems todbevidence that in the in-
teraction between two sounds in sequence one will remaistanti, the essential point here
being that coarticulation very often effects not only theitional transitional ‘margins’ of
the syllable, but the nature of the vocalic nucleus itseliowdver an important distinc-
tion should be drawn between what Wells (1982:41-4) calt®menodatory (instrinsic)
and non-accommodatory (extrinsic) allophones of a phonéheeformer being “natural”
reflexes of coarticulation while the later are part of thes{edxrt) linguistic system i.e. the
outcomes of phonological rules. In one’s analysis of vowslliy one would, presumably,
want to distinguish the former from the later. As alreadyctoed on in§1.4, it appears
that certain coarticulatory effects are, in a sense, ‘endafaby the system, a case in point
being the influence of a final dark/ on vowel quality in SAEP. The velarized nature of
this /1/ has a ‘natural’ accommodatory tendency to lower formanth@preceding vowel,
particularly the E, but thedegree and extentf this lowering is, ultimately, an optional

48



effect. Thus, for example, while a dafkf certainly has a retracting influence on preceding
vowels in RP (Cruttenden 2001:203) the influence is, in mases, far less than in SAEP
— the vowel inpill, for example, is far more retracted in SAEP than in RP. Onéhinigish
to argue that the degree of retraction of the firevowel is determined by the degree of
velarization of the lateral i.e. the high degree of vowelaetion in SAE is the result of
a higher degree ofl/-velarization in SAE. This, however, does not seem to be éoiurt
by the literature. Cruttenden (2001:203) reports a higlrekegf variation for RP “in the
quality of the back vowel resonance associated {tith. . with a range extending frofié],
[v], or[¥]to[3] or[i]” (i.e. there are substantially retracted variants), andeithe (recent)
general consensus is that final-in SAEP is dark, there is at least one (prominent) com-
mentator who claims that “although South AfricAn is not really dark in any environment
it nevertheless exerts a lowering and retracting effectartai vowels” (Wells 1982:617;
my emphasis). While the facts are, thus, a little uncleaedm likely that the degree and
extent of vowel retraction beford/ in SAEP is not simply an accommodatory effect, but
is part of the abstract linguistic system. The reader wdatefrom §1.4, that this procedure
of phonologization has been evoked to explain phenomendgusbtuch a nature i.e. the
‘jump’ from accommodatory to non-accommodatory beingiamgd by a reanalysis of the
phonetic data by the new language learner. In essence tbdeéakates’ a new target for the
relevant allophone, instead of leaving the articulatiothef vowel to ‘natural’ articulatory
processes.

In the previous paragraph, however, | have placed the teatural’ in scare quotes in
deference to theorists such as Lass (1980:143) who clainirthiaguistics “naturalness’
is not an explanatory notion”. Important in this regard adain so-called weak theories of
speech production which claim that “coarticulatory infloes may be activity managed to
accommodate perceptual mechanisms of rather limited agcifgpcomputational capac-
ity. This suggests that coarticulationstylizedto produce stylized covariance patterns in
speech output”’(Nearey 1997:3244). The coarticulatorggsses being mentioned here are
of the traditionally accommodatory kind, and are viewed @sstrained (by both produc-
tion and perceptual demands) but certainly not determiexisuch, “coarticulation and
other phonetic details that are language-specific shougbeeified in the grammar of each
language” (Oh 2008:362). From this perspective, of coulsedistinction between Wells’
(1982) accommodatory vs. non-accommodatory distinctiecomes somewhat ‘fudged’.
If it is, in addition, possible that if even in the case of ateoodatory allophony the coartic-
ulatory transition periods between consonant and vowelfarexample, stylized and not
fully determined by relevant articulatory pressures, éhisrroom not only for information
assisting in the phonemic identification of the vowel, bgbdior sub-phonemic, sociolin-
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guistic information. Different groups might, hypothetigeaat least, be differentiable on the
basis on how transition and coarticulation is ‘managed’support of this, there is a sub-
stantial body of literature, collectively subsumed undher tubric ‘dynamic cospecification
theory’ by Andruski and Nearey (1992:390), reporting oreegsh focussed mainly on the
use of silent-center syllables, which claims to show that ih fact the areas of transition
that contain the most relevant cues to vowel identificatidtrange, Jenkins and Johnson
1983, Verbrugge and Rakerd 1986). If these theories areddinere seems little reason,
again, to exclude, oa priori grounds, the possibility of sociophonetic informationrigi
encoded in the transition periods.

The existing theory, therefore, seems to ask of a rigoroossic analysis of the sort
proposed here that it remain sensitive to both coartictlagdfects and the possibility of
VISC, especially with respect to phonemic monophthongdll, &tile it is theoretically
possible that sociophonetic value is contained in the CV \d@dtransitions, one would
prefer to exclude these components of the acoustic sigrnrasf an initial analysis such
as the current one i.e. to focus on {hi@oneticvowel target as defined above and as is the
norm in sociophonetic research; but with certain proviéad allow for the representation
of VISC. In particular, and as far as the later requiremeibrscerned, one would want to
allow for the measurement of spectral change in quasiesiaty periods that lie outside of
transition. Thus, with regard to coarticulation, the pagtto capture coarticulation effects
in terms of their effect on the phonetic vowel target (andtbapturing both acommodatory
and non-accommodatory forms of allophony), but at the same dllowing for the capture
of some VISC. In an initial analysis such as the current oapturing sociolinguistically-
relevant information within the CV and VC transitions sé#kone as overly ambitious. With
respect to diphthongs the tracking of VISC is of course aggiratl part of their analysis and
description. Section 4.5.2 is specifically tasked with déegtg the methods used for putting
these general principles into practice.

2.3 \Vowel Systems

This section is focussed on reviewing two frameworks whiab-divide the vowels of En-
glish into various sub-systems. The first subsection pesvid brief overview of Wells’
(1982) various Part-Systems; a descriptive framework kvhidl be utilized in further chap-
ters. The second subsection reviews Labov’s (1994) divisforowel-shifting into a num-
ber of relatively discrete patterns. These various pattara described and exemplified and
linked to broader principles of vowel-shifting. This sectialso includes a recent critique of
some aspects of Labov’s (1994) model i.e. that provided lbgérgen and Kerswill (2004).
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2.3.1 Wells’ (1982) Framework

Since part of the task of this research will be to compare SAE ether accents of English,
a notational system for referring to vowels across diffeastents of English is required.
While a purely phonemic form of notation is one possibilityis cumbersome for a num-
ber of reasons, not least because accents differ systéynidalus, while most accents of
English have a phonemic distinction between what would aditionally transcribed as
/a/ and/u/, accents in the northern areas of England generally do metydwel instrut
is identical to the vowel ifoot Referring to this ‘merged’ vowel ass/ creates an obvi-
ous source of confusion, while any other option seems ggdaficient. Wells (1982:122;
my parenthesis), on the other hand, provides a very usafaiéwork of standard lexical
sets ... for describing the lexical incidence of vowels irtteé many accents [of English]”.
Wells (1982:xviii) explains as follows:

These enable one to refer concisely to large groups of wohdshaend to share the
same vowel, and to the vowel which they share. They are base¢deovowel cor-
respondences which apply between British Received Praoatimt and (a variety of)
General American, and make use of keywords intended to béstaltable no matter
what accent one says them in. Thus ‘the KIT words’ refership'sbridge, milk .. .";
‘the KIT vowel’ refers to the vowel these words have (in mastents,/1/); both may

just be referred to as KIT".

The various phonemes (and related lexical sets) have, iti@tdeen divided into four
“part-systems” (Wells 1982:168-78). The four part-sysere as follows:

Part-system A: The short-vowels of English. In stressed monosyllablesaiwewels can-
not be word-final, so, for examplgsi] is an impossible word in English. Current RP
has a six-vowel part-system At.e,&,n,4,0/ or, in terms of Wells’ (1982) keywords,
KIT, DRESS, TRAP, LOT-CLOTH, STRUT and FOOT. In Labov (199tjese vow-
els are transcribed 84/, /e/, /2/, /o/, /a/ and /u/. In the American tradition,
/o/ is often transcribed a&,/ reflecting the fact that it has undergone a process of
unrounding, lowering and centralization. According to bal§1994:161; footnote),
“in many dialects that do not preserve distinctive lengtlingtide in the low central
vowels,/a/ also includes the vowels @dither, calm pajama rajah, pa, ma etc.” i.e.
the so-called PALM lexical set — see the description of Bgttem D below. Some
American dialects, such as New York, do however maintaimadéax distinction
between/o/ (e.g. not andhog) and /ah/ (e.g. God father andboml. LOT and
CLOTH are separate to reflect the fact that while in so-cdlladCLOTH accents

51



(like General RP) LOT and CLOTH have merged, in broad-CLOTadeats (e.g.
General American) CLOTH has the same vowel as THOUGHT. Wtieralistinc-
tion between LOT and CLOTH is irrelevant to the discussio®TLwill be used as a
cover term for both LOT and CLOTH; following the same logid)eve necessary the
distinction will be made explicit.

Part-system B: A group of long vowels having a front mid to close qualityheit for the
whole vowel in the case of monophthongs or for the up-glidéhian case of diph-
thongs. In RP, as well as SAE, there are four members of thisspatem:/i:, e, ar,
o1/, or, in terms of Wells’ (1982) lexical sets, FLEECE, FACE,IRE and CHOICE.
Such vowels can occur word-finally in stressed monosylialdey.see say; tie, boy.
In Labov (1994), the vowels are represented/@sey, ay, oy/, the first three also
sometimes referred to ésng E long Aandlong I.

Part-system C: A group of long vowels having a back mid to close quality, eitfor the
whole vowel in the case of monophthongs or for the up-glidéhin case of diph-
thongs. SAEP shares with contemporary RP a three-membesysiem with the
relevant phonemes being:, ou, as/, or in Wells’ (1982) terms GOOSE, GOAT and
MOUTH. Such vowels can occur word-finally in stressed sy#lale.g.moq so, cow.

In Labov (1994), these vowels are transcribedas, ow, aw/, the first two also re-
ferred to adong U andlong O. The American phonetic tradition often also includes
the /iw/-vowel which is used contrastively in lexical items belorgito GOOSE.
The example provided by Wells (1982:173}tsew [0rmu] vs. through[6ru:]. While
found in certain conservative varieties of North AmericaglEnd and Wales it is
absent from RP and the accents of the Southern Hemisphereordieg to Wells
(1982:539), itis found in the southern USA.

Part-system D: A group of long vowels having “a relatively open quality drdiphthon-
gal) endpoint, including under ‘relatively open’ the midnt@l quality [2]”. The
six relevant phonemes for contemporary RP (and SAEP)areo, 31, a:, o1, vo/
or NEAR, SQUARE, NURSE, BATH-START-PALM, THOUGHT-NORTH®RCE
and CURE. Such vowels can occur word-finally in stresseablds e.gfear, fair,
sir, father, thaw, pure In Labov (1994), the relevant symbols (for a non-rhotic USA
accent) would b¢ih/, /eh/, /3h/, /ah/, [oh/, and/uh/. For rhotic American accents
many of these vowels are equivalent to a sequence of vowe}pluthus, in the case
of CURE, /ur/, or, in the case of NEAR/ir/°. Unless the distinctions are necessary

SAn exception to this pattern is found in New York English wééne historical post-vocali/ is making a
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for the discussion, in what follows the convention will beaimploy THOUGHT as
a cover term for THOUGHT, NORTH and FORCE and BATH as a coventior
BATH, PALM and START. This will be the case particularly wh8AE is discussed
given that, by all accounts, the relevant distinctions hasen lost in this accent.
Where THOUGHT or BATH etc. need to be understood in theicsgense this will
be clear from the context or will be made clear as part of teeudision.

In later chapters, each of the SAE vowel phonemes has beentsatin terms of these
keywords. It should be stressed that in some cases thereasome-to-one correspondence
between keyword and phoneme. Thus thg phoneme in SAE corresponds to the BATH,
PALM and START lexical sets, while in other accents theselbsets differ systematically.

2.3.2 Labov’s (1994) Principles and Patterns of Vowel-SHhihg

Labov (1994) provides a number of basic principles of vosréfting, with a particular
focus on chain-shifting. These principles are, essewntiplirt of a broader effort to deter-
mine the constraints operative on phonetic and phonolbgiange. The principles are as
follows:

Principle I: In chain-shifts, [+tense], peripheral vowels rise along peripheral track.
These mostly include long monophthongs and long-inglidimgels (Labov 1994:137).
While the development of in-glides is common among vowelsingpalong the pe-
ripheral track, upgliding vowels can also rise along theegmath’.

Principle Il: In chain-shifts, [-tense], non-peripheral vowels fallrmahe non-peripheral
track; this includes the nuclei of upgliding diphthongs, ithose diphthongs which
glide to[i] or [u]. The application of Principle Il to upgliding diphthongsafen
referred to as Principle lla.

Principle lll:  In chain-shifts, back vowels move to the front.

The above principles apply, as should be evident, to chaftssand not to simple vowel
movements into ‘empty spaces’. Thus Labov (1994:30) steetsat such movements show
very few constraints. There is nothing unprincipled therefabout a short vowel (e.qg.
STRUT) moving ‘backwards’ or a short (lax) vowel (e.g. LOTSing if these movements

comeback. As a result, New York often has an inglide plysLabov (1994) uses transcriptions suchyalst/
to capture this phenomenon.
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do not constitute a link in a larger chain-shift. Equally ionfant is to distinguish the prin-
ciples underlying chain-shifts from those underlying ‘el shifts, or shifts that restore
parallelism” (Labov 1994:30).

The above principles are, in fact, conflated in Labov (1962;%501) into one overar-
ching Vowel Shift Principle:

(2.1) In chain shifts peripheral vowels become less open and nonpgheral vowels
become more open.

While this rule clearly captures the basic ‘spirit’ of Piiples | and Il, the movement
of back vowels to the front, gger Principle Ill, appears to be missing. Labov’s (1994)
reduction of the three Principles into one involves, howegereanalysis of peripherality
in articulatory as opposed to acoustic terms. The technical details arefrmrocular
relevance to the current research, but the basic idea caxplsreed with relative ease.

If the reader returns to Figure 2.1 on page 25, he or she wi#l titat the most open
vowel is [a], while the closest vowel ifi:]. Other (acoustically) high, back vowels, such
as[u] are in fact more open (from an articulatory perspectiveh fip and while it is not
perfectly clear from Figure 2.1, Labov (1994.256—-64) shomsvincingly that articulatory
vowel space constitutes an ellipses with the ‘highest’ patiji] and the ‘lowest’ point at
[a]. The one ‘track’ of this elliptical space runs thereforenfrfa] through[o] and[u] to [i]

(or vica versa and the other runs frorfa] through[a] and]e] to [i] (or vica versa. The
manner is which these articulatory notions are reflecte¢austic vowel-triangle terms is
reflected in Figure 2.9.

Figure 2.9: Labov's (1994) acoustic vowel triangle showting Vowel Shift Principle

Two other principles that require brief recognition, deahvthe movement of vowels
from one sub-system to another, in particular the rearmlykperipheral, tense vowels as
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non-peripheral, and short, lax vowels as peripheral. Adiogrto Labov (1994:280-1),
these are as follows:

(2.2) In chain shifting, low nonperipheral vowels become peripheal.
(2.3) In chain shifting, one of two high peripheral morae becomes anperipheral.

Example 2.2 is known as the Lower Exit Principle while 2.3dferred to as the Upper
Exit Principle and both capture common patterns of reaimlgxamples of which will be
provided in§2.3.2.1.

Itis perhaps important to stress that the various prinsjpteeither their separate forms
or dissolved into the more General Vowel Shift Principle,allow for exception. Labov’s
(1994) work is, in general, characterized by an inductiveraach which “creates gener-
alizations slowly as the data base grows, moving step bytstgpatements of increasing
generality” (Labov 1994:13). The inductive approach do&s by its very nature, assume
the universality and exceptionlessness of the obsensaton principles that it generates.
Thus the reader will, no doubt, in what follows, find cases ghibe data does not fit the
principles in a completely ‘snug’ fashion; or even casesreltikee data seems to reveal in-
consistencies between the principles conceived of asaepaind the principles conceived
of as integrated under the General Vowel Shift PrincipleisThpartly to do with the fact
that thereare, in all likelihood, exceptions to Labov’s (1994) model; liuts also a result
of the model's complexity, which cannot be presented heuwdliits subtlety, but can only
be gleaned from a close reading of Labov (1994). The curetio and that which fol-
lows does not, therefore, attempt to provide a defense of ishlay all accounts, working
model. Its aim is to rather introduce the reader to the basiciples and patterns that
Labov (1994) has introduced in order to capture undeniaddgilarities and similarities
across different languages and accents.

2.3.2.1 The Four Basic Patterns

For all languages, although the emphasis in what followkheilon English, the principles
discussed in the previous section are seen to be operatav@umber of combinations or
basic patterns, which are, in turn, as follows:

Pattern 1: This essentially involves the raising, in accordance wiihd#ple |, of back and
front long (tense) monophthongs, “with the high vowels Ieghe system of long
monophthongs to become upgliding dipthongs” (Labov 192&)1.e. in accordance
with the Upper Exit Principle. Following Labov (1994:123he classic example
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of this highly symmetrical pattern is the English Great Vb&eift (GVS), which
involved the following two broad movements:

1. /&/>/e/>/i>iy/ and/53/ > /o/ > /u >uw/ which shows the raising of both
front and back long monophthongs and their eventual ‘bregiji.e. diph-
thongisation); and

2. /iy > ey > ay / and /uw > ow >aw/ which shows how the nuclei of the two
diphthongs fall.

The end result is thus a fall of MEandu to a relatively low position. Note that
this “fall” (unlike the initial raising) is not a chain-shibut a simple lowering of
the phonetic quality of the vowel from a high to low positiomdadoes not therefore
constitute, in Labov’s (1994) terms, an example of Prireclpd in actio. According
to Labov (1994:167), “many conservative English dialea® mest at the end point
of this process, displaying a symmetrical pair of upgliditighthongs/ay/ and /aw/
with the identical low central nucleds]”.

While the symmetrical GVS-pattern is not evident as a changeogress in any
current dialects of English, mainly due to the influence ahé&ple Il which fronts
the back vowels instead of allowing their nuclei to fall ajahe back non-peripheral
track, a currenextensionof this pattern leads to further backing of PRICRy(/)
and fronting of MOUTH (aw/), often explained in terms of a more general principle
of increased “nucleus-glide differentiation” (Labov 198&7). Also known as the
PRICE-MOUTH Crossover, this often leads to furthaising of the nuclei of both
these vowels along the peripheral track, as is common, famele, in vernacular
New York English. An intermediate step relates to the noipberal vs. peripheral
status of the nuclei of these two diphthongs i.e. in theirtngosservative states the
nuclei of both PRICE and MOUTH are nonperipheral (lax). Befeaising occurs
these nuclei are tensed in accordance with the Lower Exitiie and become “the
most open vowels of the system” (Labov 1994:177). A similarcpss is found in
many American accents with respect to the tensing of TRAPthe first step is a
lowering process.

An important distinguishing feature of the Pattern 1 extamsippears to be that the
/iy, ey, uw, ow/ vowels remain in a conservative, peripheral position. T&im

5The movement of MEiand uin the GVS would appear to be based on the application of Lal{a994)
Expansion Convention, which refers to “the mechanism byctvfa] sound crosses an unoccupied phonological
space” (Labov 1994:266; my parenthesis).
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contrast to those patterns constitutive of the Southerft Glai. Patterns 3 and 4), as
dealt with below.

Figure 2.10: Labov’s (1994) Pattern 1 Extensions

The Pattern 1 extension is illustrated in Figure 2.10. Is figure, Labov’s (1994)
/ay/, /aw/ and Joy/ can be viewed as roughly equivalent to Wells’ (1982) PRICE,
MOUTH and CHOICE respectively. The dashed lines indicagdirtitial GVS move-
ment, while the sold lines indicate subsequent extensibhe.movements indicated
in this figure relate solely to the nuclei of the various vasvel

It is interesting to note that in his description of two otim@n-English examples of
Pattern 1, Czech and Old Prussian, Labov (1994:124) irelidhtat in both cases two
vowel systems co-exist i.e. one which displays the patteits ifull or most advanced
form (Common Czech and Catechism Il respectively) and orielwdisplays a more
conservative pattern (Catechism 1) or no Pattern 1 at aln@&ird Czech). Two other
examples of this pattern are to be found in Middle High GerarashWestern Yiddish.

Pattern 2: these chain-shifts, as described by Labov (1994:125-8:2(0FI), archetypally
involve the fronting of a long low back vowel (such as/), in accordance with Prin-
ciple Ill, which in turn displaces a long low front vowel, i.&x:/, onto the peripheral
track. This vowel then rises along the front periphery andtuften develops an
in-glide to distinguish it fronyiy/. It can also merge withiy/. Atthe same time, the
front short vowels fall along the non-peripheral track (oste@rdance with Principle
II). Languages displaying Pattern 2 movements include iNBrisian, Old Korean,
Greek and Vegliote, but the classic (although not archétygraglish example of Pat-
tern 2 is the so-called Northern Cities Shift in the USA whintolves the tensing
and raising of shora and the anti-clockwise movement of some of the other short
vowels. In the Northern-Cities Shift, like in Pattern 1, lomiike in Pattern 4 below,
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the high and mid upgliding diphthonggiy, ey, uw, ow/) are usually stable, witfiy/
and/uw/ often remaining monophthongal.

Figure 2.11: Labov’s (1994) Northern Cities Shift

Figure 2.11 provides the basic architecture of this shificllis initiated by the tens-
ing and raising along the peripheral track of the entire shatass bath hat, pack
last, mani.e. TRAP and BATH), unlike in the Southern U.S. and Middlda#tic
States (New York, Pennsylvania) where there is a lexicédl bptween lax/«/ and
tense/xh/. In all dialects, including those participating in the N@tn Cities Shift,
/xh/ appears to be most susceptible to raising in the context oflaving nasal
(man hand while “the least advanced ... are those with initial liqaidsters flat) or
following velars pag back” (Labov 1994:180; footnote). The raising 6th/ along
the peripheral track in turn leads to the fronting/of (e.g. locksbecomeglxks]),
followed, in turn, by the centralization and fronting afh/, in a classic drag-chain.
As mentioned above, the raising ¢#h/ is accompanied by the lowering of KIT,
“to mid (or even lower mid) position” (Labov 1994:188) as e the lowering and
backing of DRESS (such th&tebbieis pronounced aBlabi]). DRESS in turn dis-
places STRUT so that it occupies the position originallyeresd for/oh/.

Pattern 3: According to Labov (1994:129-33; 201-8), this pattern ives the raising of

tense back vowels and their subsequent fronting, in acnoedaith Principles | and
lll. In some cases diphthongization takes place before tivéens is fronted. There
are numerous examples of this pattern in other languagéis,lihdo-European and
non-Indo-European. In English, it translates into theimgisind subsequent fronting
of long back monophthongs, in its simplest forf/ > /o/ > Jo/ > Juw > iw/.

Labov (1994:202-6) provides examples of this pattern iioaatsing data from Lon-
don, Philadelphia, Central Texas, New York City and Norwiétattern 3 has been
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schematized in Figure 2.12.

Figure 2.12: Labov's (1994) Pattern 3

In many dialects which show Pattern 3 movements, there gseafeonting (or lower-
ing) of the/ow/ vowel, GOAT in Wells’ (1982) terms. According to Labov (192@8),
GOAT fronting is a generalization of the fronting of GOOSR/Hen /ow/ is fronted,

it is always in parallel with/uw/ and considerably behind it” i.e. an example of a
parallel shift as mentioned briefly §2.3.2. The other alternative is for the nucleus of
/ow/ to fall, a phenomenon which, for example, occurs in Londosh Bexas. While
this resembles a Pattern 1 type movement, Labov (1994:2(8)ses that “it is not
associated with any chain shift. Instead it appears to septea generalization of the
lowering of the nucleus ofey/, part of the chain shift . .. Pattern 4”.

Pattern 4: According to Labov (1994:208-18), this pattern deals, Ifirstith the front
upgliding diphthongs i.e/iy/, /ey/, /ay/ and /oy/, and “is the dominant mode of
chain shifting of upgliding vowels that is found in preselaty English dialects in the
Southern Shift” (Labov 1994:209). It needs to be carefultidguished from the
extension of Pattern 1 discussed above, which involvesnttependenbacking of
PRICE and fronting of MOUTH as a result of the position theseels find them-
selves at the completion of the GVS. Thus, in those accenithvdisplay the Pattern
1 extension, PRICE and MOUTH appear to participate in angaddent tensing,
fronting/backing and raising. In a Pattern 4 movement, hawehe initiating change
is rather the laxing of théiy/ and /ey/ vowels: “The nucleus ofey/ falls, usually
to the most open position, and the nucleugigf follows” (Labov 1994:209). There
are two possible effects ofay/:

1. It can front and monophthongise [ta]; this is the pattern found in “the Gulf
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States, Texas, and many areas of the Upper and Lower Sowthd({11994:209).
This basically terminates Pattern 4, since there is no press/oy/ to raise as
a result of a backed and rais¢d/.

2. /ay/ can, however, back and raise, pushjiog/ further up the vowel chart as
well. This is the pattern common in New Zealand, Australaitbern England
and “the coastal areas of the Eastern United States” (LaB84:209).

It should be mentioned at this point, that while Labov (198dparates out the back-
ing of PRICE in terms of Pattern 1 and the backing (and frgjtof PRICE in terms
of Pattern 4, these two separate movements are potengaibncilable. An alterna-
tive interpretation is that the GVS and Pattern 4 (as wellatekh 3) are intimately
connected, with the backing or fronting of PRICE being thigdting movement of
the subsequent lowering of the FACE and FLEECE nuclei in &ghdin dynamic,
while the fronting of MOUTH is conceptualized as a pull ontb&®OAT and GOOSE
often leading, in turn, to the diphthongization of these &tswv The notion of Pattern
3 and Pattern 4 movements simply both being an extensioreds¥s is implicit in
Wells’ (1982) notion of Diphthong Shift and the suggestibattPRICE is one of the
initiating loci of these extensions is, in fact, elaboratgubn in Trudgill (2004:50),
who shows that, in relation to his NZE data, that “DiphthorgftSoccurred in the
following order: /au/, /ai/, /ou/, /ei/, /ui/ and, finally,/i:/. That is, there is an
implicational scale such that, for example, speakers whe bhifted/ou/ will nec-
essarily have shiftedai/ but not necessarilyei/. Britain (forthcoming) also argues
that shifting of/au/ came first and ofi:/ last”. Under this conception, the Southern
Shift is simply a logical continuation of the GVS. This, ircfahas the added ben-
efit of accounting in a more principled fashion for the lowsereicleus of GOAT so
often found as part of Pattern 3 i.e. the lowering of MOUTHIIguGOAT down
in the same way that PRICE pulls FACE down. It also possiblgoants for the
fronting of GOOSE in SAE vs. the monophthongal status of FCEEgiven that “it
... seems that Diphthong Shift of GOOSE occurred beforeafait EECE” (Trudgill
2004:595.

Returning to Pattern 4, of equal importance to the lowerihnGACE and FLEECE,
is the ripple-effect that this lowering has on the tradiéityn short front vowels. Basi-
cally, according to Labov (1994:212), “the highest F2 valaee those of the original

"It is unclear, however, whether the fronting of GOOSE (andABQas opposed to the lowering of their
nuclei, is linked to the Diphthong Shift. Trudgill (2004)530r one, considers “these two possible types of
GOOSE Shift — diphthongisation and centralisation — asrsg@dut not necessarily mutually exclusive pro-
cesses.”
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short vowels/i, e, ®/ ...we have yet to find a dialect where there are not some nu-
clei with a tense quality that impressionistically fallonthe range of cardindli, e,

¢, 2]". In the southern states of the USA, the short-vowels aréyaed as tense and
are phonetically long with a tendency to develop inglidesh tBe other hand, “in
London, Australia, and New Zealand, they remain phondyicdlort, so that they are
clearly short, tense [+peripheral] vowels” (Labov 199£R1In its basic form, Pat-
tern 4 involves a ‘swopping’ of positions of the upglidingodthongs with the front
short vowels of English. Since the nuclei of the former beedax and fall along the
non-peripheral path, the short vowels are free to occupypéngheral position. The
overall architecture of Pattern 4 is provided in Figure 2.13

Figure 2.13: Labov’s (1994) Pattern 4

It should noted that whilge/ is missing from Figure 2.13, it is clear from Labov
(1994) that TRAP is meant to acquire [+tense] status andativerembership in
a Pattern 4 shift. Unlike KIT and DRESS, however, there apgpéabe no overt
mechanism leading to the tensing of this votvalvhat is clear, however, is that the
displacement of these originally lax vowels onto the periphtrack place them in
a position for further raising, a phenomenon well-attegteth, for example, NZE,
for which there is clear evidence of post-settlement rgieshTRAP and DRESS in
particular (Langstrof 2006). In the case of Ausk and SAE,ithiswever, unclear
whether the raised status in Broad varieties of these ax@pt simply a relic of
the original colonial input or whether these vowels werasedieven further post-

8This is not completely true in the sense that for such phenantebov (1994:184) makes recourse to
a more ‘basic’ chain-shifting principle, which applies entering’ elements i.e. those elements which move
to fill the gap left by a ‘leaving’ element. According to Lab@1994), “the direction of the leaving element
follows Principles I-11l, while the direction of the enteg element may be governed by the basic chain-shifting
principle”. Even in Labov (1994), however, this strikes teader as a somewhad hocaccount.
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settlement. A particularly tricky issue in this regard tetato the centralization of
KIT in both NZE and SAE, a phenomenon which fits uncomfortabtg the overall
picture of the Southern Shift and Pattern 4 in particular. NoE, KIT centralization
has generally been viewed an “an endemic phenomenon” (kang906:142) i.e.
post-settlement, and related to secondary (i.e. endeaigihg of TRAP and DRESS.
A further problem relates to the clear monophthongal stetld EECE in SAE.

Regardless of the above-mentioned difficulties, howevAE 8as been named as one
of the dialects participating in the so-called ‘SoutheriftStiabov 1991:22-8), a series of
sound changes that purportedly links English dialects utrsrn England, Australia, New
Zealand and South Africa as well as the southern states dfniited States. With respect
to the latter, Labov (1994:202) mentions “the southern Néidéltlantic States, the Upper
and Lower South, the South Midland, the Gulf states, and S'exéhe Southern Shift is,
essentially, a blending of Patterns 3 and 4, with, on ocoasiome Pattern fypefeatures,
in particular GOAT-lowerin§. South African English, as will be seen in latter chapters,
displays a large number of these features. It should be esiggdththat the existence of
Pattern 4 features in a dialect in no way implies that theediain question is currently
participating in a shift. As stressed by Labov (1994:2164fote), Pattern 4 features in the
speech of Londoners have “been well established for overy&@@s”. Different accents
naturally show different stages of the Pattern 4 shift. Tlwh#e Labov’s (1994) Cockney
examples show diphthongization of both FACE and FLEECE ds$ agerelatively high
values for both KIT and DRESS, Labov’s (1994) Norwich datatte other hand, has an
/iy/ “which does not show any clear movement away from the hightfesea” (Labov
1994:210).

Labov (1994:137-40) also reviews a number of apparent eo@xamples to the basic
principles outlined ir§2.3.2. Of particular interest is his description of The ReedParisian
Chain-Shift (Labov 1994:139-40). The details are unimguarfor the present purposes, but
in general terms this chain-shift reverses a previous eslaiiih (intuitively enough, The
Parisian Chain-Shift) which involved the raising and fingtof back vowels i.e. Pattern
3 as a composite of Principles | and lll. In the reverse clsifi- these same vowels are
backed and lowered. It is not so much the reversal itselfishattinterest here, but Labov’s
(1994) analysis of its motivation:

“The change is led by the most conservative group in Parsiaety: upper middle
class females ... it demonstrates that none of the prireigfiehain shifting is either

SLabov’s (1994) Southern Shift is, for all intents and pugmsthus the equivalent of Wells’ (1982) Diph-
thong Shift plus the front short vowels.
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absolute or isolated from social factors. If social pressuare strong enough, pho-
netic processes that are deeply rooted in the history oftguage and the functional
economy of the system can be reversed ... In Paris, the aitéaators that lead to
change from below are [weak] ...and the changes that ledettottal vernacular all
showed the properties of completed changes, at high le¥aslsoial awareness. It is
under these conditions that the conservative factors ispeech community can op-
erate in a systematic manner to reverse chain shifts as @&mMhabov 1994:139-40;
my parenthesis).

With respect to the Southern Shift (and Pattern 4 in padiguhere appear to be cases
of similar reversals. Thus, for example, while Philadedpbpeech had a lowered FACE
vowel, and has (to a degree) a backed and raised PRICE as svallraised CHOICE,
“recent developments show a retreat from this alignmenwith.the retrograde raising of
/ey/ in checked position” (Labov 1994:211). It should also be tiseved that Philadelphia
does not appear to display FLEECE diphthongization.

2.3.2.2 Torgersen and Kerswill's (2004) Critique

In an important article, Torgersen and Kerswill (2004) padevconvincing evidence that, for
London (and surrounding areas), Pattern 4, an importantoparabov’s (1994) Southern
Shift, does not apply. Instead, these authors identify ¢ginlankwise chain shift of the short
front vowels which “appears to be common to much of souttfagland’ (Torgersen and
Kerswill 2004:45). In other words, instead of being raisesiyvould be predicted by Pattern
4, the short vowels are being lowered. What these authorodduwde, however, is that
the front short vowelsisedto be raised in the London-area; thus traditional Cocknéyasa
include a raised KIT, DRESS and TRAP (and fronted STRUT)g@&men and Kerswill
(2004:31) continue in the following manner:

“In hypothesizing that south-eastern British English h&mber realizations of KIT,
DRESS and TRAP than are current now, we do in fact find someastijppsouthern-
hemisphere English vowel systems ...southern-hemisphegéish has retained a
conservative short vowel system with quite close front Mawalizations. Typically
this is noticed in DRESS and TRAP”.

As we will see later ir$3.4.3, Trudgill (2004) provides some support for the notivat
Southern Hemisphere Englishes are simply behind the ssaghef England in the lowering
of these vowels; what Trudgill (2004) calls ‘colonial lag’.
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Important too, is the fact that the impetus for this chaiiftskvhich, following Torg-
ersen and Kerswill (2004:46), one might wish to call ‘the tbegast English short vowel
chain shift’ (henceforth SECS), appears to be a lowerindhefiRAP vowel. Such low-
ering firstly leads to the retraction of a fronted STRUT voaai old Cockney value) to a
backer position, and then to the lowering of DRESS (and KIT).

1[i] 8[u]
KIT FOOT
2[e] 7[0]
\DRESS
LOT
3[e] 6[o]
TRAP
4[a]\ 4I;UT 5[a]

Figure 2.14: A Vowel Chart showing Torgersen and Kersw{2604) SECS

A reasonably advanced SECS-shift, as conceived by Torgarse Kerswill (2004), is
illustrated in Figure 2.14. What is most important abous tevidence is that it implies,
in essence, a reversal of the Southern Shift as providedyftuabov (1994), at least with
respect to the short-vowel system. Coupled with well-&tephenomenon such as the
centralization of KIT in SAE and NZE, along with clear montipbngization of FLEECE
in SAE (as well as Norwich and Philadelphia) leads to theipdig that the Southern Shift
is possibly more of a relic than an operational system in rfrefvant) accents of English.
The investigation of the Southern Hemisphere Englishesisqularly important in this
regard given that they, in all likelihood, contain evideffiae'structurings’ that the English
of the south-east of England presumably went through befieréull adoption of the SECS
shift. This is particularly true if we can find evidence foleast an incipient SECS shift in
the Southern Hemisphere Englises. Particularly relevattiis regard is the TRAP vowel,
which, if we accept its tensing as a result of the Southerft,®hiist have somehow become
reanalyzed as [-tense], thus allowing it to fall along the-peripheral track and thus initiate
the SECS shift. Important too, in this regard, is a comparisfoSAE with those ‘southern’
accents which display the Southern Shift in most, if notdlits particulars i.e. numerous
accents of the southern USA and AusE.
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2.4 Conclusion

This chapter has reviewed a number of theoretical and qiseriframeworks, each pro-
viding some insight into the nature of vowel quality. Fiysthe acoustic ‘reflexes’ of vowel
quality in general, and its various manifestations, hawnleaborated upon, as well as the
link between impressionistic, articulatory and acousijaresentations of vowel ‘space’, in-
cluding Labov’s (1994) notion of peripheral vs. non-pegl tracks, an essential element
in his model for explaining the mechanics of vowel chairfishi Moreover, two aspects
of the greater problem of noninvariance have been tackladder to provide theoretical
support for methodological decisions taken as part andepafthe acoustic analysis which
forms a core element of this thesis i.e. normalization asdds surrounding co-articulation
and vowel targets. In particular, support for the adoptibra wowel-extrinsic, formant
intrinsic normalization technique, such as that providgd.bbanov (1971), has been pro-
vided, as well as for a focus on capturing VISC during an atioasalysis, as opposed to
the sole use of vowel targets. In the process, the link bettlee phonetics of coarticula-
tion and the diachronic process of phonologization has begnighted. The use of ‘raw’
formant data, as opposed to the application of any numberaiibhle tonotopic scales, has
also been justified.

In the second main section of this chapter, Wells’ (1982)dpsve framework for
English vowels has been touched on, while the various iesiand patterns which form
such an essential element of Labov’s (1994) theory havévesta fair degree of attention.
Lastly, the critique provided by Torgersen and Kerswill@2p has been summarized. In
the process, some of the anomalies of SA&a-vis Labov’s (1994) Southern Shift have
been dealt with (e.g. KIT centralization and a monophthodZ&=ECE vowel), while,
with respect to Torgersen and Kerswill's (2004) SECS slHAE has been targeted as a
potential source of confirming evidence i.e. if TRAP lowegriend related phenomena are
identifiable in the SAE data, this provides added supporidogersen and Kerswill's (2004)
implicit critiqgue of Labov’s (1994) Southern Shift and, imamber of important respects,
for its status as a relic rather than an ‘operational’ clshiift. Labov’s (1994) notion of
a reverse chain-shift has been alluded to as one tantdliziogsible ‘route’ for Southern
Shift varieties such as SAE.
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CHAPTER 3

The Vowels of SAE in Context

“...the evolution of the current SAE complex consists of dtiplex and as yet poorly
understood network of contacts, within which endogenonsvation continues, and
there is considerable archaic survival” (Lass 2004:384).

3.1 Introduction

This chapter, as well as Chapters 5 through 9 provide, amoiigsr things, a review of the
literature relevant to a thorough description of the SAEeatc While this chapter begins
with a brief excursus into matters terminologicgB.@), its main function is to place SAE
within its broader sociohistorical and linguistic contekhe above-mentioned five chapters,
on the other hand, provide (again, amongst other things)-detail review of the literature
on SAE, as it pertains specifically to the vowel system of duisent.

Section 3.3 of this chapter thus looks at the broader satmiical factors that led to
the development and nature of SAE. This is the task maink3d.1. Sectior§3.3.2 and
§3.3.3 then deal, respectively, with the prestige valuesAH s reported on in the extant
literature, and with SAE’s ‘place’ in the Dynamic Model a®yided by Schneider (2003;
2007).

Section 3.4 is then dedicated to placing SAE within the beoéidguistic context of
English accents in general. It beginsgh4.1, with the identification of SAE as a particular
kind of Extraterratorial English (ETE) i.e. as Southern higrhere and as ‘Southern’ more
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broadly. This, in turn, dovetails with the task of the foliog section §3.4.2), which is
to review the few attempts that have been made to contesé@u8IAE within the broader
framework of chain-shift patterns provided in Labov (1998rticularlyvis-a-vishis notion
of the ‘Southern Shift’, as touched on in Chapter 2. Lastlyapve links between SAE and
the other Southern Hemisphere Englishes are drawn, draveiagly on the recent work of
Trudgill (2004) in this regard;@.4.3).

3.2 Terminology

In this section a number of terminological issues relatm§AE are dealt with.

Firstly, a working definition for the term ‘South African Eligh’ needs to be provided,
given that it is used interchangeably in the literature ferrto all varieties of English spo-
ken in South Africa, alimother—tongueEnglish varieties in South Africa or, more often,
to the English spoken most commonly by ‘white’ mother—tangpeakers. This thesis ac-
cepts the observation that the use of ethnic labels canmy istrictly homogenous groups
(De Klerk 1996) and follows Da Silva (2007:2) in taking nofdtwe fact that the traditional
terminology used to segment SAE no longer valid given that “one is no longer able to
determine a variety on the basis of ethnicity alone ... whithdissolution of the apartheid
system, particularly the changing structures within thecational system of the country,
the current varities of English spoken in South Africa reguai new system and recategori-
sation”. The focus of this research is, however, not on éstabg a more sensitive and
accurate nomenclature; as such, the default practice hi#édeevto use the term ‘SAE’ to
refer to the dialect (mainly) used in the apartheid past lyitel speakers, while acknowl-
edging, of course, that more recently many non-white Soditit@ns have acquired native
or near-native proficiency in this dialect. Occasionaligugh, the term ‘SAE’ will be used
to refer to all varieties, both L1 and L2, of English in Soutfriéa. It will be made clear
when this non-default meaning is being used.

With respect to SAE itself, Lanham, in his 1978 publicatiand elsewhere, uses the
terms ‘Extreme’, ‘Respectable’ and ‘Conservative’ to retie the three main sociolects
of this dialect. In line with more recent work in this fieldge. Bowerman (2004), and
following a suggestion made originally (although impligjtby Lass (1995:94), the more
neutral terms ‘Broad’, ‘General’ and ‘Cultivated’ are peated in this thesis. These terms
are derived from Mitchell and Delbridge (1965)’'s work on AL he term ‘General SAE’ is
thus equivalent to ‘Respectable SAE’. Where necessary wilPbe added to the relevant

li.e. ‘white’ South African English, Afrikaans English, Guired English, South African Indian English as
well as Black South African English.
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acronym in order to distinguish accent from dialect e.g. €@anhSouth African English
Pronunciation (General SAEP or, more often, GenSAEP).

Lanham and Macdonald (1979) also use the term ‘General\withtreference to vari-
ables i.e. General SAE (GE) variables which, unlike Natajlish (NE) and Cape English
(CE) variables, “are ...more pervasive, more generallyezha the SAE community and
have weaker differentiating properties in correlationwgitcial variables, including region”
(Lanham and Macdonald 1979:36). NE and CE variables, asrithmes suggest, have his-
torical geographic loci in the KwaZulu—-Natal and Eastermp&arovinces respectively
Within the framework of Lanham and Macdonald (1979), Regide SAEP (GenSAEP),
is characterized, for example, by a high prevalence of Nkakbas or both NE and GE
variables, while Extreme SAEP (Broad SAEP) is charactdrisethe high prevalence of
CE features coupled with GE variables. Generally, it app#aat CE variables are reced-
ing, while NE variables are advancing through the SAE speeammunity. Briefly, and by
way of example, CE vocalic variables include a fronted aidbgiveakened MOUTH and a
backed, raised and rounded BATH. NE variables include Buzmt vowel retraction before
final, tautosyllabic/1/ and fronted, monophthongized PRICE.

3.3 Sociohistorical Considerations

Relevant sociohistorical considerations are presentdidisrsection, with particular atten-
tion to three concerns. The fir$.3.1, is the social history of SAE and the related devel-
opment and indexicality of the three SAE sociolects thathaayed such a prominent role
in the literature on SAE. The seconiB.3.2, relates to the prestige variables within Gen-
SAE, as generally reported on in the existing literatureis Ttcus is motivated by the fact
that the subjects recorded for this thesis are from the vgpef the socioeconomic scale
and, secondly, by the fact that the style of elicitation wésrmal one i.e. word-list style —
see Chapter 4 for more on these and related issues. Thind]g.3.3, an attempt is made
to integrate SAE within the broader sociohistorical modeiviled by Schneider (2003;
2007). In the light of the evidence provided in the precediwg sections, Schneider’s
(2007) description of SAE in terms of its development aldng Yarious stages provided
in the so-called Dynamic Model is critically reviewed. Irethrocess the issue of regional
variation within SAE is briefly considered.

2See Figure 4.3 on page 121 for a map of South Africa.
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3.3.1 General and Historical Background

SAE, as defined ir§3.2, arguably constitutes the main input to all other metbague
varieties of SAE (e.g. Coloured SAE and SA)JEThe relative influence of the L1 on non-
mother-tongue varieties of SAE, e.g. so-called ‘Black 8dfrican English’ (BSAE), is,
no doubt, variable from individual to individifal

SAE has its roots in successive waves of British immigratioainly during the 19-
century. According to Mesthrie (1993:27), English was foebught to South Africa in
1795, but it was only in 1806, the second British occupattbat “a sizeable number of
English speakers — comprising several thousand offici@lsaldiers, and some traders and
farmers — was established”.

The first permanent settlement was, however, in 1820, wighattival in the East-
ern Cape (see Figure 4.3 in Chapter 4) of approximately 5@0Qigrants, generally of
working- and lower-middle class origin and mainly from “ldsn and the Home coun-
ties, with accents characteristic of this segment of Ehglisciety” (Mesthrie 1993:27)
Lass (2004:371) adds that there were also “sizeable carttadrom the West Country and
Yorkshire, and some from Scotland and Wales”. While the inpto Cape English (CE)
thus consisted mainly of the dialects of London and broadrems, it appears, however,
that the “overtly stigmatized pronunciations such as tpgnag, g-dropping (ining end-
ings) which must have been prevalent in Settler speech, amrarently eliminated at an
early stage” (Lanham and Macdonald 1979:73). Accordingt teast Lanham and Mac-
donald (1979:73), contact between the early Eastern Cafpersand the Dutch/Afrikaans-
speaking community of the area, led to the adoption of cerdiikaans features which
characterize SAE to this day, i.e. Lanham and Macdonal®3 4L CE variables found
mostly in Broad SAE (BrSAE), e.g. obstruent/; as well as features found more gener-
ally in SAE e.g. the prevalence of schwa in positions (botbssted and unstressed) more
commonly carrying affi]-like quality in other accents. The prior presence of thak&fns
population does complicate the picture somewhat, but ilikar that in terms of English
per se, the Eastern Cape settlement constituted an exafmpitadyill’'s (2004) so-called
‘tabula rasa context’, a concept dealt with briefly at the ehgil.3.3.

3South African Indian English.

“While | acknowledge that there is some debate on this issaréicplarly with respect to the institutional
fossilization of this variety and the implications of tha fits L1 or L2 status, this is hardly the place, given the
focus of this thesis, to provide arguments for the positaken here.

5This standard picture of the class status of the Eastern €etflers perhaps requires some revision, es-
pecially given statements such as that of Welsh (1998: 1279, claims that the selection criteria for choosing
individuals for emigration “were rather too strict, in thahilst they produced a high proportion of educated
and responsible citizens, there were too few of the labswaed artisans needed for the pioneering work”.
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The next main settlement occurred in Natal (how KwaZuluaNabetween 1848 and
1862, with the proportion of middle— to upper—class indists being far higher than dur-
ing the Eastern Cape settlement. Thus Hattersley (1950@remthat “except for the East
Riding of Yorkshire, the majority of those who emigrated tatdl, even from predomi-
nantly rural counties, did not make a living directly fronetland”. According to Mesthrie
(1993:27-8), there were also more individuals from “the Istidis, Yorkshire and Lan-
cashire. Natal English speakers also had fewer contacts Afitkaans than their Cape
counterparts”.

While “a small settlement of traders and hunters estaldisiself at Port Natal in 1824”
(Davenport and Saunders 2000:113), and while there wagxfonple, some influx from
the Eastern Cape and elsewhere after the British Occupafiétort Natal in 1842 and
throughout the forties, the small and transient nature @ghglish-speaking population of
this time is confirmed by Hattersley (1950:92), who claimet tlat the close of the ‘forties
it seemed doubtful whether Natal would retain a permanepiifation of white colonists”.
The first major settlement began, therefore, with “the Bysaeeme of 1849-50 [which]
brought some five thousand English and Scots” (DavenportSanahders 2000:115; my
parenthesis). Hattersley (1950) confirms the north-oft&mdybias with respect to the Natal
immigration and the areas from which many of the settlergimaited include Lancashftre
and the West, East and North Riding of Yorkshire. That a &tofiresence was also felt is
reflected in the fact that this author dedicates a chaptdrasetimmigrants, claiming that
most came from Glasgow and the Highlands while “the easidend the country showed
less interest in immigration” (Hattersley 1950:178). Teharas some influence from the
southwest (Cornwell and Devon) while “East Anglia showdtleliinterest in emigration
to Natal” and, contrary to Mesthrie’s (1993) claims abovegt‘many of the Natal settlers
came from Midland towns” (Hattersley 1950:164; 131). Indasion, therefore, while
not as clear-cut as the Eastern Cape scenario, there is midemee to suggest that the so-
called ‘Founder Effect’, as originally conceived by Mufveef1991Y, was minimal in Natal,
and that the outcome of any dialect mixture would have beestectly north-of-England
sounding variety, although tempered no doubt to some dduyyee ‘Standard English’-
influence (given the overall class-status of the immign&rasd, perhaps, in deference to

SHattersley (1950) says that “Lancashire men were predatharaong the emigrants of 1849-50".

"As explained by Trudgill (2004:163), “the founder effectdlies that the linguistic founding population of
an area has a built-in advantage when it comes to the congjrinfluence and survival of their speech forms,
as opposed to those of later arrivals”.

8The possibility that many of the Natal immigrants were, omlasis of their social class, Standard English
speakers should not lead one to assume, as perhaps some ramonsehave done, that their accents were
unaffected by their regional provenance. Only a few yeaes dfie main Natal migration, Ellis (1869: 1215),
cited in Jones (2006:291), observes that “in the main the eohgcated pronunciation in English is local, with
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the possibility of some residual Founder Effect, by the@ffef an early-CE variety, given
that there is some evidence of immigration from the Caperbdfte main influx occurred.

The last major influx of British subjects occurred during tager half of the 18-
century, as part of a more general influx of immigrants to BaMfrica. Thus Lanham
(1982:327) mentions “400,000 immigrants who arrived betw&875 and 1904 ... mainly
from Britain and eastern and western Europe,” the majonjirifleginning after the discov-
ery of diamonds in Kimberley and the 1886 discovery of goldl@Witwatersrand. Many
of the mainland European immigrants were of Jewish extracthus constituting the first
un-ancestral population to be integrated into the SAE dpeecnmunity. As intimated
above, this influx was linked mainly to the discovery of diamds in Kimberley and the
development of the gold industry in the Witwatersrand areaghly-speaking, Johannes-
burg and environs). This influx was accompanied by the maral lmigration of CE, NE
(and Afrikaans) speakers to these same areas. As far asrpoogaare concerned, Welsh
(1998:302) provides 1896 census figures which show “theewtifpulation as 50,907, of
whom 6,205 were Transvaalers, well outnumbered by the B6f@8n England and the
15,162 from the Cape Colony (the next-largest populatios that of ‘Russian’ — more
properly Baltic — Jews)”. This quotation requires commeditstly, the omission of Natal
as a source of immigrants is undoubtedly an error and thesggrants should probably
be counted under ‘the Cape Colony’ although this is, for obsireasons, unclear. Sec-
ondly, and according to Kaplan and Robertson (1991), “thprity of South Africa’s East
European immigrants came from Lithuania and Latvia, paldity the provinces Kovno,
Vilna and Grodno”. The vast majority were Yiddish-speakerhese authors add that the
“Johannesburg Jewry is unique among Jewish communitiesighout the world because
its people joined with others to become the founders of d.ciurthermore, the quote
obscures the fact that “into this cauldron of capitalistelegment poured men, women and
children drawn from all over the world” (Van Onselen 1983:and perhaps, more impor-
tantly, that by ‘English’ one should assume the transptanieof a wide array of dialects,
among which were, in all likelihood, non-English but Biitidialects such as Scottish En-
glish and Irish English.

It seems, furthermore, reasonably clear that, for all iistemd purposes, Johannesburg
constituted another tabula rasa context for dialect-ngixifohannesburg was, after all, cre-
ated as a direct result of the discovery of goltmportant in this regard is the observation
by Kaplan and Robertson (1991:16) that “at the diamond dggjiamong all sections of the

its corners more rubbed off than it was fifty or a hundred yeas but still essentially local”.
“Thus Leyds (1964:3) explains that “the original village ohdnnesburg was laid out on the farm Randjes-
laagte but there is no record of there having been a houseedartt, as it was government ground”.
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white population, many of the concepts of class fell awaythrdsame pattern was perceiv-
able on the Transvaal gold-fields”. Yet while this stateati&irs perhaps characterized the
very early years of the new settlement, Johannesburg vérklguadopted a class-structure
typical of an industrial city. Van Onselen (1982:2; my pdhesis) explains as follows:

“Given the company that the parents [the immigrants] kept scarcely surprising
that the child [Johannesburg] lost its innocence at an eagéy With white workers
ranged against black, skilled miners against the mine os\ened the Randlords against
the state, Johannesburg was racked by class conflict duting of this period [1886—
1914)”

The same author also mentions “clusters of workers ... [@hic. produced, repro-
duced and accentuated several elements of late-nineteenthry working-class culture —
and, in the case of white miners, elements of British malekimgrclass culture in par-
ticular” (Van Onselen 1982:5), mentioning, importantiypr@wall, Cumberland and Lan-
cashire as prominent areas from which these workers ¥amiso relevant in this regard is
Van Onselen’s (1982) observation that during this earlyogkethere were very few women
and children, meaning that “early Johannesburg was ladmigid of working-class family
life” (Van Onselen 1982:5). As such, it is highly likely, ihis particular tabula rasa set-
ting, and contrary to Trudgill's (2004) model, that ideyptfsocial class and other) played a
central role in the mixing process that must have occurred.

The first two ‘waves’ mentioned above (the Eastern Cape andl Nattlements), or
‘prongs’ as Jeffery (1982:252) puts it, have generally baewed as constituting the main
input into the development of a distinctly South African ect; while the late-19-century
influx is seen as the primary determinant in the developmésbdial-class dialects. “By
the turn of the 19th century ...while RP-like English comuheah the highest prestige in
the mining territories, Natal English was more readily ke as a reference dialect, and
gained prestige and spread at the expense of Cape Engligstiflie 1993:28). This grad-
ual adoption of a local standard (GenSAE), based mainly aalNEnglish variables, ap-
pears, according to Lanham and Macdonald (1979:84-5),ue been particularly preva-
lent among Cape colonial and Eastern European descem-fgmales bent on social and
economic advancemeént It was particularly “the European Jewish community [on the
Witwatersrand], prominent users of Respectable SouthcadriEnglish, [that were] pri-
mary agents in promoting this local standard in the minimgustrial society” (Lanham

ONaturally, there were also working-class immigrants fréwa $outheast of England, including London.
HRelatedly, and according to Kaplan and Robertson (19914} evident from various interviews with
pioneers that the Russian Jewish immigrants found the coynpidAfrikaaners more attractive than that of the

British-born”. The sociolinguistic history of this grougrtainly demands further research.
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1982:328-9; my parenthesis), with women in the forefronthefadvancement of the rele-
vant Natal English variables (Lanham 1982:336). This ismanized beautifully, by Jeffery
(1982:253), in his review of Lanham and Macdonald (1979):

“So later on there were plenty of people from Natal who codslogiate effortlessly
with the MC and UC fortune-seekers from Victorian Englanaven by the gold and
diamonds: and when it was the Natalians who were gettingattye Islices of the new
cake it was natural that their way of speaking English shdnéldchosen as a model
by the many non-British immigrants, mostly East EuropeamsJeAnybody could
see that a NE-accent opened wider doors than a CE-accentev@toged another
variety, Respectable South African English ...which as“tbeal” standard ... co-
exists with the “authentic” standard .. .that is RP, or theliR® Conservative South
African English”.

Two aspects of this quote require emphasis. Firstly, the ptdyed by NE in the de-
velopment of GenSAE and, in particular, the influence, astimeed above, of the more
Northern varieties of England on the NE dialect and adéenSecondly, the emphasis
placed by Jeffery (1982), on the development of another (ie) variety, is one which,
| believe, has not received its due. As Trudgill (2004:84)pbasizes, “certain sorts of
sociolinguistic situation involving contact between malty intelligible dialects — colonial
situations, new towns, rapid urbanisation — can lead to #weldpment of new dialects”.
Given the large number of immigrants to Johannesburg etaaipid urbanisation that took
place, and, more importantly, given that Cape and Natalntal® were also, in large mea-
sure, ‘immigrating’ from the original Cape and Natal colesito the gold and diamond
fields (and to, effectively, another count®y, it is reasonably clear that early Johannesburg
constituted just such a sociolinguistic situation. Theaswtherefore, ample opportunity
for new forms of ‘mixing’ to occur and thus for the emergenéeSAE varieties different
in important respects to the original colonial varietiekwé assume, furthermore, and as
will be detailed later, the ever-increasing social and gagigic growth of GenSAE at the
expense of both BrSAE and Cultivated SAE (CulSAE), then itas of little consequence
that this form of SAE could, from the above-mentioned pectipe, and along with the
other sociolects of SAE, be regarded data-19"-century as opposed to an early or even

121t should be stressed here, that the NE ‘dialect’ broughbtmdnesburg was, in all likelihood, a somewhat
unfocussed one. The 37 years spanning 1849 (the beginnipgrofanent settlement in Natal) to 1886 (the
discovery of gold on the Witwatersrand) was unlikely to hpweduced a high degree of levelling in NE. This
‘dialect’ was, therefore, probably still characteriseddiyigh degree of variability.

13.e. to the Zuid-Afrikaanse Republiek, one of two ‘Boeratgs established in the i&entury and eventu-
ally overthrown by the British as a result of the Second Arigter War.
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mid-19"-century ‘new’ English. While this ‘model’ is still rathepsculative, we will see
later that it has some merit as an explanatory frameiforkhis model which, for lack of
a better expression, | term the ‘three-stage koinéizatiodel’ of the formation of SAE is
represented schematically in Figure 3.1 on the next page.

In Figure 3.1, the triangles represent the three separat&ikation stages (CE, NE
and Johannesburg) and the labeled arrows represent ths,imgth the size of the arrows
representing roughly estimated strength of influence. dukhbe emphasized that this is
a working model and is eminently open to revision, partidulin terms of the implied
strength of any one input. Its utility lies in allowing oneddstil, as represented in Figure
3.1, the various stages and (exogenous) influences thatpagrand parcel of the develop-
ment of SAE.

Jeffery (1982), as quoted above, also mentions the roleedlay RP or, at least, near-
RP varieties in the history of SAE. From at least post-WWhids, there has, however, been
a trend away from the use of a British or near-British refeeepoint:

“The main effect of the second wave of English immigratito Southern Africa was:

firstly to establish more firmly than before the dimension @dial dialect in South

African society, and secondly to assign the highest sohlesto standard British
English, or, in more recent times, forms of South African Esigfairly close to this

status dialect of Great Britain ... At the present time thecpss of change is working
the other way. South Africanisms are encroaching rapidlpear-British-English in

this country and the difference between child and parenhénprofessional, better
educated group has never been more marked that it is todayihdm 19647?:21-2;
my footnote).

Generally, therefore, and as confirmed, for example, in &idan (2007:180), the story
of SAE involves,very roughly the absorbtion and reanalysis of regional dialects (Cape a
Natal English) as sociolects (BrSAE and GenSAE) as a re$ulieodevelopment of the
modern industrial city, particularly Johannesburg, areddtffusion of this new class-based
form of linguistic stratification throughout South Africa a whole; this picture, essentially
what Trudgill (2004:87—-8) would term ‘reallocation’, isplwever, somewhat complicated

For one, and as a brief aside, one of the merits of this modeblaisit allows one to take seriously the
possibility that the learner-English of the Eastern Euespéewry contributed significantly to the feature pool
out of which GenSAE arose. Bekker (2007), which providesiewte for the existence of a fronted, dental or
denti-alveolar/s/ in some subvarieties of GenSAE, ends by speculating on theille source of this feature
being the Yiddish brought over by these immigrants. A sintilgpothesis regarding the nasalization of vowels,
particularly in certain areas of Johannesburg, is providéé.2. Naturally, these and other possibilities require
further research.

BThe author is referring here to immigration to Johanneshadynot to Natal.
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by the existence, for some time, of two competing standangs,local (GenSAE) and one
with an external focus (CulSAE). Substantially based onHaam and Macdonald (1979),
is is also, to some degree, speculative in the absence ohtstristorical evidence for the
period before 1870” (Jeffery 1982:257) which might servedafirm the hypothesis that
SAE is essentially the ‘merger’ of what were previously tvegional varieties. It is also,
| believe, complicated by the fact that the koinéisatioacgsss involved in this reanalysis,
was, due to the ‘weakness’ of the Founder Effect, open toribleision of other features
from other dialects, such as late™8entury RP, a variety of non-prestigious British dialects
as well as the L2 varieties used by Afrikaans speakers anéalséern European Jewry.
With respect to the potential influence of RP and NE, Trud@fi04:87; my parenthesis
and emphasis), in his description of new-dialect formaéind interdialect forms, mentions
hyperadaptation, “in whiche[dult] speakers attempt to use forms from higher status accents,
but employ an incorrect analysis and extend changes to itdrase they are inappropriate”.
As a whole, therefore, a simplistic equation of GenSAE with Nr BrSAE with CE, needs
to be avoided.

With respect to the social value of the two competing statgjatanham (1982:331)
makes the following claim:

“...sociolinguistic change in English-speaking societyesl not represent a major
change in values, a disregarding of a British tradition iniglovalues and a British
identity in favour of those obviously South African ... Sdand British English retains
its social meaning as “standard” — equatable with high $@cestige and correctness
— with even greater consensus in English-speaking Souticakfisociety today than
in Britain. But in present-day South Africa, it is inaccddeias a model, particularly
for those whose links with Britain are remote or nonexisteatmajority in the higher
socioeconomic strata. Originally taken as a local sulistiior authentic standard En-
glish, Natal English is, in the form of Respectable Southdsiin English, accepted as
an informal, local standard expressing high social stdtoseticorrectness in English
speech. Standard British English is today only acquirechitdhood as a peculiarly
individual social experience. Respectable South Africaglish is the viable standard,
and it expresses symbolically the antithesis of “typicabloman” with his obviously
local speech and his values inherited from the frontier”.

While the abovemight have validly encapsulated the state-of-affairs of the tiale
though | suspect it overstates the degree of allegiancé tturagjs British, it certainly seems
incongruous as a description for the (particularly youngjlish-speaking community of
South Africa today. With respect to its pronunciation nomh¢east, Standard British En-
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glish, or its local equivalent, CUlSAE, hardly seems to mteva model for correctness
and, while this remains a purely impressionistic assestrtaes probable that Respectable
(General) SAE has become virtually tbely standard, expressirgpth social prestige and

correctness. It should also be mentioned that for LanhamMéamtonald (1979) at least,
GenSAE was, at the time, advancing at the expense of BrSAEBsaileffery (1982:256)

puts it, “CE is receding and NE advancing”. If valid, this isimportant observation, given
the standard Labovian distinction between changes-froov@ and changes-from-below.
The former are often characterisable in the following terms

“Changes from aboware introduced by the dominant social class, often withgul-
lic awareness. Normally, they represent borrowings froheospeech communities
that have higher prestige in the view of the dominant clasgh®orrowings do not
immediately affect the vernacular patterns of the dominkass or other social classes,
but appear primarily in careful speech, reflecting a supgegdlialect learned after the
vernacular is acquired” (Labov 1994:78).

That Lanham and Macdonald (1979), for one, clearly viewed'ithportation’ of NE
variables into, for example, the speech of early Johanmgsts) as a case of change-from-
above is clear from the following quote:

“The ‘lower class’, in the part they play in advancing NE dolies, must be seen in
the peculiarly SA form of class structure; their nearestijent in Labov’s analysis
of New York City is the lower middle class” (Lanham and Macdimh1979:86).

As we will see more clearly in Chapter 4, it is particularle thiypercorrective behavior
of the interior classes (including the lower-middle) thatristrumental, from the classical
Labovian perspective, for changes-from-above.

Yet, while CulSAE might be said to clearly constitute a sppsed dialect, Labov’s
(1994) description, as provided above, does not apply iitsatletail to GenSAE. Firstly,
and as will be seen below, the link between the BrSAE-GenSéEirmuum and social
class is a loose one at best. Secondly, the NE variables thas@ated by Lanham and
Macdonald (1979) as differentiating GenSAE, were not, imyneasesporrowingsfirst
adopted by the dominant class of Johannesburg, but (inkelihbod and in part) consti-
tuted the vernacular used by many Natalians who migrateldetdohannesburg-area. This
is even more likely given Lanham and Macdonald’s (1979) nla®ns regarding the neg-
ative evaluation that PRICE-fronting and monophthongisahas been subject in Na-
tal. What occurred in Johannesburg was thus, most probabhgeaafadialect contact and
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dialect-mixture rather than the imposition of a ‘superpbdmlect’ unrelated to the vernac-
ular. While it is clear that one result of this contact and tomig was the development of a
sociolectal continuum of sorts and not a complete ‘levélaryl integration of the various
dialects, it is also reasonably certain that both retairzedi (retain) vernacular status for
a sizeable number of speakers. It should thus not be sungrisEomeGenSAE features
have undergone shifts more typical of so-called changes-fvelow i.e. changes that ap-
pear first in the vernacular, are driven by ‘internal’, enelogus factors, and which speakers
(and even phoneticians) only become aware of once the changpiestion have almost
reached completion (Labov 1994:78).

More generally, what SAE shares with most Southern Hemispbelonial Englishes
(as opposed to Northern Hemisphere colonial Englisheshiéd)S and Canadian dialects)
is, according to Lass (1995:93), the development of thretindi sociolects; what this au-
thor refers to as the “the great trichotomy”. These are, édhise of SAE:

1. A standard with an external British reference: Receivemh@nhciation (RP) or near-
RP with respect to pronunciation. Cultivated SAE in Southigs. This variety is
hardly found amongst the young any longer (Lass 2002:110us;Tfor example, as
early as 1967, Lanham (1967:61) confirms that “a feature gfigmin South Africa
is the rapidity with which more extreme SAE is displacing tumservative, near-
British-English forms”. Still, one needs to be cautioushistregard. Lanham and
Macdonald (1979:37), for example, claim that “Cons SAE reima functioning va-
riety in SAE; it is still transmitted to children ...and is arfnal-style accent of a
small proportion of adolescents and young adults, padiguiwomen”. The possi-
bility of CUlSAE appearing in the acoustic data collectedtfis research has thus
not been completely discounted, even though close to 33 yeae transpired since
these comments. On a phonetic level, Lanham and Macdornaf®136) define Cul-
SAE as that variety of SAE characterized by a complete ladk®br CE variables
—see§3.2 above;

2. Alocal or ‘provincial’ standard; GenSAE in South Afriazharacterizable mainly by
NE variables according to Lanham and Macdonald (1979);iguranham and Mac-
donald’s (1979) time, although co-existing with CulSAEdid not evoke any social
stereotypewis-a-vis CUISAE. The reverse would, in fact, be true in South Africa
today i.e. CUISAE evokes stereotypes. For Lanham and Matdi¢h979) both Cul-
SAE and GenSAE were, however, associated with “rejectioBafth Africanism

18Although admittedly the use of certain marked variantshsas PRICE fronting and monopthongisation
to [a:], are often stereotyped as typical of the so-called ‘KugkEastern European descent — more on this in
§3.3.2.
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in favour of links with the wider Anglo-Saxon world, a low kelvof patriotism, and

hostility towards Afrikaners” (Jeffery 1982:254). Jeffdl982) augments this anal-
ysis of the indexicality of variation in SAE by positing a neatomplex link between
linguistic variation and politics. With respect to GenSAilg,explains as follows:

“Resp SAE speakers, on the other hand, are not so stereoifged uphold the
British liberal tradition, which is to say if you are progass left-wingish, anti-
Afrikaner-Nationalist and pro-African, then you will velikely be U/MC and
speak with a Resp SAE accent; but nobody would be led by yaard@lone to
assume that that is how you think, for everybody knows pewjtle respectable
accents and illiberal opinions” (Jeffery 1982).

. A local vernacular; Broad SAE in South Africa, charaded, according to Lan-
ham and Macdonald (1979) by the prevalence of CE variabl€ke ‘more extreme
a variety is, the harder it becomes to distinguish it fronogelelanguage Afrikaans
English” (Lass 2004:373). According to the interpretataireffery (1982:252; my
parenthesis) of Lanham and Macdonald (1979), essentiallyprooted [Cape En-
glish] with some influence from Afrikaans, and which has atomatic [lower-class]-

association in present-day white SA society”. Its indelifigas, however, somewhat
more complex than simply that of lower-class. Thus Jeffd98@:253) mentions
Lanham and Macdonald’s (1979) association of BrSAE witheaesttype involving,

for men at least, the attributes of being “tough, manly, spuad, sociable, patriotic
and other things beside”. On a more political level, “Ext S&8aded with political-

ideological meaning as well as social: the South Africaditian is to be not only

tough etc. but also conservative, right-wing, authorariunsympathetic to African
aspirations, and so on; and Ext SAE speech reliably predigth views, which are
anything but covert (whether in the Labovian or lay senseayliite SA society, and
which are a significant part of the stereotype of the “typloahl man”. And indeed
you do not have to be LC to conform to the stereotype” (Jefi®§2:255).

Interestingly enough, Jeffery (1982:255) adds that thdigalideological indexicality

of varieties of SAE has “important implications for orthodsociolinguistic theory, which
at present appears to know nothing of political-ideologiuedues associating with varieties
rather than languages”. This is echoed in, for example, etfh997:159) who argues that
one of the weaknesses of sociolinguistics in the Labovidition is itsa priori division of
the population under investigation into various sociorernic categories “and it is taken
for granted that these social groups share a common lingishaviour”. As hinted at in
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§1.3.3, however, this is certainly no longer the case in mociosinguistic work.
One important putative difference between SAE and othetHgon Hemisphere En-
glishes is highlighted by Lanham and Macdonald (1979:24trfote):

“The peculiar properties of English in SA society are highted by a comparison with
Australian English as another variety of ‘Commonwealth &g of similar vintage
and origin as SAE. A first point of difference is the fact thataccent close to Stan-
dard Southern British English . ..is a functioning varigtythe SAE community, but
apparently not in Australia”.

The point here is not that Ausk does not have a Cultivatesbksmtj but that the later is
viewed as indigenous: “whatever accent type has the sthstigralard in Australian society,
such a form is typically Australian speech” (Lanham and Meadd 1979:91). In the South
African context this difference also explains, in Lanhand &acdonald’s (1979) time at
least, the existence of twabmpetingstandards in the SAE community and the rapid disap-
pearance of CUlSAE in modern SAE society. Jeffery (1982.2bdwever, downplays the
interest-value of the existence of two co-existing stadslamentioning Ireland and Scot-
land, “where Scottish Standard English and RP co-existnmiai fashion ... nothing very
interesting seems to emerge from it”. Furthermore, Lanhadi\dacdonald’s (1979) claims
in this regard are cast in doubt by, for example, Harring€@wox and Evans (1997:156) who
describe Cultivated AusE as that sociolect which “mostalipapproximates Received Pro-
nunciation of British English”.

It should also be noted that these three categories are teohatly homogenous. So,
for example, Lass (1995:94-5) talks about ‘Extreme Corde/ (read ‘Extreme Culti-
vated’) to refer to a sub-type of CulSAE which is closest toolthvariety of RP; and, in
relation to BrSAE, about “theange of accent-types associated with relatively low socio-
economic status” (Lass 1995:95; my emphasis). The factlieae three sociolects in fact
imply a continuum, with considerable overlap, should alscelnphasized; that the same
consideration applies to, for example, AuskE is just as dldarrington et al. 1997:156).

Since the subjects in the acoustic component of this reseae young (thus in all
likelihood excluding CUlSAE) and from the higher end of tlheiseconomic scale, they are
likely to use theGeneralvariety of SAE, the focus of the next section.

3.3.2 GenSAE and its Prestige Values

In the previous section, the non-homogeneity of CUISAE ar®ifE was emphasized. The
disappearance of CUISAE from the speech of the young wasrastioned, with GenSAE,
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in the process, replacing CulSAE as the new standard in S&futa. As with the other
sociolects of SAE, it is, however, not perfectly homogenang, as is the case elsewhere in
the English-speaking world, it is likely to vary with the smeconomic status (or identity) of
its speakers. The subjects recorded for the acoustic analysiponent of this research are
from the highest end of the socioeconomic scale and it igthex pertinent to briefly review
some of the literature relating to prestige values in GenSAlBigher level of technical
detail is indulged in in later chapters.

Lanham (1978:153) uses the expression “a feature of “refifemdale speech” to char-
acterize the fronted, monophthongized varifn} of the PRICE vowel in GenSAE. It is
characterized by this author as “the defining variable offR®SE” (our GenSAE). Lanham
(1978:148) confirms the prevalence and origin of this featuNatal, other examples being
(substantial) vowel retraction befof#/, a raised, fronted and rounded NURSE vowel and,
possibly, centralised to fronted GOOSE (Lanham and Maddadt#79:43-5). Itis interest-
ing to note, with respect to the latter, that Limbrick (19@@yvides (tentative) evidence to
suggest that the affrication gf/ (which often occurs before SAE GOOSE in words such
astuneor duke might also have a Natal bi&s

The role of NE variables, as opposed to CE variables, as fqmiestige in GenSAE is
emphasized in Lanham and Macdonald (1979:35) in the foflgwiassage:

“CE variables are the most salient characterizing progedf stigmatized, non-standard
Ext SAE ... style-shifts in formal speech reverse rathen thdvance the trends. NE
variables on the other hand are associated with Resp SA¥rédheive social appro-
bation ...and characterize the ‘provincial standard’yr¢hie evidence that they are
advancing in the speech community and formal style shifisnpwards them rather

than away from them”.

In short, “the SAE community treats fronted ai — and probatilyer NE variables in
their common co-occurance with ai — as expressing sociatigeeand, in this sense, a stan-
dard variety” (Lanham and Macdonald 1979:62). It should impleasized, however, that
the role of Natal variables or input more generally is noeated by all commentators. Lass
(1995:93), for one, states that while “Lanham has claimatittie Natal input is particularly
important as the source of certain variables like ‘glidealening’ (i.e. monophthongisa-
tion) of certain diphthongs . . .these processes are so prigled in English that they cannot
be argued to have a specific regional input”.

YAny attempt to link GOOSE-fronting and the affrication 4f (‘yod’) as in [fumn] needs to, however,
take account of the fact that American English, which comimainops its ‘yod’, [tw:n], has also undergone
GOOSE-fronting — se§8.2.
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Lanham and Macdonald (1979) stress that the role of PRICEtd variables as pres-
tige values in GenSAE is most prominent among young (Jevigshales in Johannesburg.
In Natal, at least during Lanham'’s time, they are subjectepative attitudes. So, for ex-
ample, Lanham and Macdonald (1979:63) state that “old fesnal the Natal sample show
negative attitudes and the suppression of NE variablesrmdbspeech, although young
Natalians apparently holding similar attitudes, are ninadess in step with the wider SAE
community in maintaining these variables in formal speechhe two authors elaborate
further:

“Results ...support a hypothesis that, except in Natal, SA& community treats
fronted ai — and probably other NE variables in their commocouorence with ai —
as expressing social prestige and, in this sense, a stavaléety. Fronted ai is highly
valued by, in ascending order of degree of approbation: aldeGemales; young non—
Jewish Witwatersrand females; young Jewish females on ttveadtérsrand” (Lanham
and Macdonald 1979:62).

They also point out in a table the “advance through age—grafi¢he Fronted ai in
Witwatersrand female speech” as well as its prevalenceoimiél speech behaviour” (Lan-
ham and Macdonald 1979:62—3); and refer to the “spectaadieince of Fronted ai in the
speech of Witwatersrand females” (Lanham and Macdonal®:597. More generally, “a
significant group of exponents of Resp SAE [and thus NE vleaim general] comprises
young and middle—class females of the Eastern Europeaemegoup, particularly in Jo-
hannesburg” (Lanham and Macdonald 1979:149; my paresihess should be clear from
the following quotation, however, even during Lanham anctééeald’s (1979) time, the
fronted PRICE vowel (and thus perhaps advanced values éoottier NE variables men-
tioned above) was not only a feature of the Eastern Europkarigh) descent group in the
Johannesburg area:

“The Eastern European descent group has the closest agsowidh the Kugel stereo-
type analysed in caricature in the Johannesburg SundaysTi&@ptember 19, 1976,
and defined as: ‘single, pretty, often rich girls; univergitaduates ... but only there
to hunt for a husband amongst medical and law students; yndéwish -although
anyone can joifi (Lanham and Macdonald 1979:57; my emphasis).

More recently, Bekker and Eley (2007) conducted an acoasiitysis of the monoph-
thongs of GenSAE, using data elicited from two sets of subjegoung females from
private schools in Johannesburg and young females fromicpsdtools in East London.
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Results suggest that a lowered TRAP vowel is a new prestige vparticularly for the Jo-
hannesburg area, and more specifically for one of the mor#étwesreas of Johannesburg;
the so-called ‘Northern Suburbs’ — s¢&3.2 for a definition of this term.

How do we conceptualize these ‘prestige’ variables in tavfrisabov’s (1966) distinc-
tion between changes-from-below and changes-from-abAgd® common with the latter,
these variables have been used (if not introduced) by thémdmrnsocial classes and, by all
accounts, appear in careful speech. On the other hand ritiear that, apart perhaps from
fronted /ai/, they have reached any real level of public awareness. Mapertantly, they
do not, in any real sense, “represent borrowings from otheesh communities that have
higher prestige in the view of the dominant class” (Labov4t98). While it is clear that
CUISAE is easily conceivable, for many SAE speakers, as pelfosed dialect learned
after the vernacular is acquired” (Labov 1994.78), the sdmes not appear to apply to
GenSAE as already hinted atjA.3.1.

3.3.3 SAE and the Dynamic Model of Schneider (2003; 2007)

Schneider (2003:235) provides “a new, coherent framewordxplain the emergence of,
and thus the relationships among, New Englishes,” amonghig includes mother-tongue
colonial varieties such as Ausk, NZE and SAE. Unlike Lab@9) and Trudgill (2004),
the emphasis in Schneider (2003; 2007) is on broader sogiofitic development through
a number of stages, beginning with an initial stage of kiaett#éon which he defines as “the
emergence of a relatively homogenous ‘middle-of-the-readety” (Schneider 2003:224)
from a diverse linguistic input, such as that which prewile most settler communities
in colonies such as New Zealand and Australia. The end-pdisaid sociolinguistic de-
velopment, on the other hand, is a process of regional amdcatty-based diversification.
The so-called ‘Dynamic model of the evolution of Postcadbritnglishes’ posits the fol-
lowing five phases. The rough descriptions of these phasgspaided below, are based on
Schneider (2007:33-55):

Phase 1, Foundation: The relevant settlers regard themselves as British and ledehp
separate from the indigenous population. There is diatetact between the various
English varieties transplanted to the relevant colony, thind the related processes
of koinéization, leveling and the construction of inteddictal (compromise) forms.
Minimal language-contadatis-a-visthe indigenous languages.

Phase 2, Exonormative stabilization: Settler-identity is described as ““British plus”: gen-
uinely British no doubt but seasoned with the additionaldtanf the colonial ex-
perience” (Schneider 2007:37). A small but important segnué the indigenous
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population becomes bilingual, with the use of English beisgpciated with high sta-
tus. Overall, norm-orientation is towards an external seure. RP and ‘Standard’
English, while “English in its spoken form begins to move &vd a local language
variety” (Schneider 2007:39). For the indigenous popaied] structural nativizations
occur, linked largely to transfer phenomena.

Phase 3, Nativization: A stage of growing political independence for the colonyaaned.
“The gap between immigrants and indigenous population ggas significantly re-
duced at this stage” (Schneider 2007:41), although on aiktig level most of the
‘work’ of accommodation is conducted from the indigenoudesithus “leading to
widespread second-language acquisition of English, anmesmes an almost com-
plete language shift or even language death” (Schneid€ef:220) The growing sep-
arateness of the relevant forms of English leads to a ‘camtpiieadition’. Linguis-
tically, the gap between the English of the settler-stramdl that of the indigenous
population is reduced, often to a sociolinguistic (i.e.ss)adistinction i.e. “lower-
status members of the [settler] community are quite likelpgcome active agents in
the transfer of features from the [indigenous] strandpdifig local, transfer-based in-
novations into native-language dialects” (Schneider 208 7my parenthesis). This
stage is also characterized by the appearance of mixedtaaguage$ often as-
sociated with specific identities. According to Schneid2d((7:48; my parenthe-
sis), “mixed codes apparently originate when the nativguage of the [indigenous]
strand is still strongly rooted in the community (and polssileceives some official
support) and English also enjoys high prestige (but acceissstlimited)”.

Phase 4, Endonormative stabalization:This phase follows from the previous one as a
result of a “new identity construction that follows poldicseparation” (Schneider
2007:48). This necessary but not sufficient condition oftjgal independence is
highlighted by Schneider (2007) by pointing out that botts#alia and New Zealand
remained essentially British for decades aflerfactopolitical independence. The
transition from phase 3 to 4 thus requires an “exceptionssgcatastrophic politi-
cal event which ultimately causes the identity alignmenfsettler] strand speakers
to switch from a self-association with the former motherrtoy . ..to a truly in-
dependent identity” (Schneider 2007:48; my parenthetésined ‘Event X' by the
author. ldentity construction includes members of thegadous population and a

8To be distinguished, according to Schneider (2007:47)nfomde-switching i.e. a mixed-code is one
variety-as-system, while code-switching is the simultarseuse of two systems. As Schneider (2007) puts it,
“code-switching represents a performance phenomenon”.

85



new, local norm is used to express that identity. On a lirtguiisvel “the new indige-
nous language variety is perceived as remarkably homogéii®ahneider 2007:51),
although this perception might reflect a political needeathan a reality.

Phase 5, Differentiation: As opposed to the previous stage, in which the focus of ityenti
construction was in opposition to the ‘mother’ country,éntite focus moves on to the
various social divisions existingithin the new nation: “the focus of an individual's
identity construction narrows down, from the national te tinmediate community
scale” (Schneider 2007:53). This leads to the developnferdgw regional and social
dialects meant to reflect these internal divisions.

It should be added that Schneider (2007) emphasizes thih&dhe model needs to be
regarded as a ‘fluid’ one, allowing overlap between the veriohases.

The question is, of course, where SAE (broadly-concéfjelelongs in this model.
Schneider (2007:173-88), in fact, dedicates a section twhS&frica, but the account is
not convincing in all respects. In essence, Schneider (2887 considers SAE to have
“made deep inroads into phase 4” with the 1994 move to full @eacy constituting the
relevant ‘Event X'. While it is certainly and uncontroveally true that SAE has undergone
Phases 1 and 2, it is unclear to me that SAE has come close toletomg Phase 3 and,
as a consequence, | believe that the ‘inroads’ into Stage 4atras ‘deep’ as proposed.
Essentially, it seems clear, to me, that the nativizati@cess (Phase 3) has only begun with
respect to the ‘black’ community, largely as a result ofdledactoor legislative ‘Apartheid’
that has characterized South African history until venergly; it is thus only recently that
the ‘gap’ between the various population groups Iegunto be bridged. By Schneider’s
(2007) own admission, SAE, as broadly conceived, is hatuiyacterizable as homogenous
and “no local variant of English is the carrier of this newlp&rging national identity”;
furthermore, the outcome of “a focussing process towardnaSmuth African norm ...is
still a few generations down the road” (Schneider 2007:187)

While the above hardly constitutes a substantive critiguh® modelper se it does
constitute a critique of its application to a particulariggy of English. | would like to sug-
gest that a less rigid adherence to the tempseguencingf the various phases as well as
the adoption of an approach that allows for various subetiag of SAE to run their own
‘course?0, ‘fits’ the SAE data better than the one taken by Schneided{RBimself. On
this application of the model, the development of SAE awlaite variety is characterized

19.e. as including all forms of English in South Africa, notrgily that spoken by the white minority. The
non-default reading is being used here.
20At least until Phase 4, which is, by definition, a phase charised by at least perceived homogeneity.
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by a Phase 1 koinéization process that arguably culminiatéde mixing and realloca-
tion that took place in Johannesburg and the other ‘boomhsoef the late-19-century?!.

An important element of this koinéization process was,aufidedly, the influence of ex-
tensive English-Afrikaans bilingualism, at least in the @&, to a degree, Johannesburg
settlements. There was, in addition, a clear phase of ermatore orientation, at least
until WWII. The nativization phase would appear to have ffan,some time at least, con-
currently with the ‘earlier’ two phases i.e. the reanaly#i<CE and NE into BrSAE and
GenSAE to various ‘points’ on the social-class or at leastiirindexical scale was, in all
likelihood, the direct outcome of the mixing and reallooatthat took place in Johannes-
burg and was followed by thgpreadof GenSAE, as the new standard, at the expense of
CUuISAE and BrSAE, a phenomenon which appears have gainederntam particularly in
the second half of the #Bcentury. It is this spread that has, presumably, also leti¢o
gradual, although perhaps not complete, recession of ttiersent-based regional markers
which defined CE and NE and thus, consequently, also to ggpiviimmogeneity coupled
with an endonormative orientation, both characteristicPlmase 4 of Schneider's (2007)
modef?.

As far as possible developments on a phase 5 level for ‘wBig& are concerned, the
pronouncements are scattered and difficult to interpretréien to the possible develop-
ment ofmodernregional variety in SAE below. At this point, | would like toggest, when
applied to SAE as a more broadly conceived concept, andrficplar, in terms of the role
played by the black majority, that SAE has not completed Phase 3 and that, ity the
process of nativization has only begun, an interpretati@ gains support from some of
Schneider’'s (2007) own observations, as reported on abdile Black South African
Englist?® has gained some support, it seems unlikely, as far as | canaealevelop into

2 Thus, as already hinted at above, this conceptualizatiaheofdevelopment of ‘white’ SAE, views the
process of koinéization as a three-stage one in the Soutbaffcontext. Two original koinés, i.e. CE and
NE, are transplanted, from their original base and mixedoimannesburg etc., with other varieties, both L1
(e.g. British dialects) and L2 (e.g. Afrikaans English ahne Yiddish-influenced English spoken by the Eastern
European Jewry). The new varieties i.e. CulSAE, GenSAE ar®AB, are, as a result, similar to but not
identical with their original sources (i.e. RP, NE and CE)l &mgether form a sociolinguistic continuum.

Z2For now, | leave as an open question whether either the BrABemSAE varieties have been in any
way affected by Afrikaans on a phonetic or phonological leifidat both have been affected by Afrikaans on
a lexical and lexico-grammatical level is certain; thus dldeption of loans such dskkerandag (which are
certainly no longer restricted to Broad variants). Notetteouse obusyas part of the progressive construction,
as inl was busy sleepingvhich has also been mooted as a possible transfer fromafsfini&.

ZBDefined here as those varieties of South African English kvisitow evidence of L1-transfer from the
Bantu languages, regardless of whether these featurebamedult of individual language-learning or of a
broader process of institutionalization. Such varietiesutd be carefully distinguished from other emerging
varieties that seem to be based on “the “Respectable” gogéhtsome additional influence from “American
sitcom English™ (Schneider 2007:187), as explored, faraple, in Da Silva (2007).
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a pan-South African norfl. On the other hand, and as reported on in Da Silva (2007), a
potentially new and non-racial norm, derived mainly frormSAE but ‘spiced’ with what
appear to be a number of Americanisms, begunto develop. While its use still appears to
be largely ethnically-based, impressionistic evidencevg$as some of the data collected
as part of this research project, seems to indicate thah#visvariety is spreading into the
‘white’ community. Some of these features will be reportedrolater chapters.

Returning to the development of new variation in ‘white’ SAHa Schneider's (2007)
Phase 5, we find a lack of consistency in the available litegatThus, on the one hand, the
early Lanham (19647?.33) states bluntly that “English intS@frica has no clearly marked
regional dialects” and in terms of a hierarchy proposed bghiaan and Traill (1962:1),
region is regarded as the least important determining bfariafter social class, age and
gender. Wells (1982:622) mentions a “trend towards grdaierogeneity in South African
English pronunciation”. On the other hand, the more recemtéman (2004:935) makes
the following claim:

“Regional variation in WSAfE is naturally associated witle strongest concentrations
of White English speaking communities. These can broadljilided into (Western)
Cape, Natal and Transvaal (Gauteng) English, and recdgaidéamibian and Zim-
babwean varieties”.

This difference of opinion could, of course, be linked togibe (Phase 5-like) devel-
opments over the past few decades. Thus the relatively karlizam and Traill (1962:4)
claim that “there are many indications that SAE is changaidyf rapidly;” and while these
authors are referring here to change in S&d€ca whole as opposed to its separate devel-
opment in the various urban centers, it seems unlikely t#dE?8 has been completely
immune to forces that are fully operative in other areas efEhglish-speaking world. Itis
thus at last conceivable that over the last few decades SAEchme into its own’ in the
sense of developing not only an endonormative orientaftdrage 4) but, in addition, the
potential for entering “a vigorous phase of new or increasediolinguistically meaningful
internal diversifaction” (Schneider 2003:254).

As should be clear from the review of Schneider (2003; 200id) the applicability
of the Dynamic Model to SAE as provided above, it is importamkeep the original,
settler-based regionalisms separate from ‘putative’ @adevelopments. Thus while Lan-
ham and Macdonald (1979) and Branford (1994:472) refer ttaicefeatures that corre-
late with regional provenance (particularly the EasterpeCand Natal), these differences

24 do, however, confess that this perspective is not sharel lmpmmentators.
3 return here to the default reading of ‘SAE’ i.e. ‘white’ SAE
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have been largely obscured by the reallocation of regioretkens for social-class pur-
poses and, through the spread of GenSAE and the establislbmghat Schneider (2003)
terms “endonormative stablilization” i.e. Phase 4. By wdyexample, the influence of
final /1/ on preceding vowel quality, was, according to Lanham (1867) more preva-
lent among Natal-speakers over 50 years of age than sinpégakers from other areas of
South Africa. 1/ influence ...however ...is at present discernable in thecpef the
majority of younger SAE speakers, being particulary neatide in more extreme forms of
SAE in Natal and the Transvaal” (Lanham 1967:66-7). SityiJdranham and Macdonald
(1979:22) make reference, with respect to regional diffees linked to the Eastern Cape
and Natal, to “older (over 45), long-resident subjects”.

Still, subsequent post-Phase 4 developments that mighe sedistinguish SAE speak-
ers from the different urban centers have certainly beerdedl to in the literature. Thus
Lass (1990:272; my emphasis), for one, implies (modernpneg variation in his descrip-
tion of “Respectable (=(Upper)Middle Class) Whiape TowrEnglish”. He goes further
in a footnote:

“Local folk linguistics suggests distinct ‘Atlantic’ andralse Bay’ (western and east-
ern) varieties, as well as northern vs. southern suburbisonmention finer subdi-
visions, like ‘Atlantic Jewish’ (Sea Point) vs ‘False Baywigh’' (Muizenberg). In-
tuitively my guess is that these terms correspond to gennateral kinds” (Lass
1990:283).

On a more informal level, many people claim an ability to iifgrwhether a South
African comes from, say, Johannesburg or Cape Town, alth@igresting in this regard
is Lanham’s (19647?) claim that “those who claim that they ickemtify English speakers
as coming from Cape Town, Johannesburg or Durban usuallyvfen put to the test”
(Lanham 19647?:34). Generally, however, there has beenearaptt, apart from the research
by Lass (1990) mentioned above, to isolate regional dislbesed in the various urban
centres of South Africa and even in this particular caseribisalways clear which features
are specifically ‘Cape Townian’ or characteristic of GenS#gre broadly. This lack of
clarity is in stark contrast to, for example, the situationlie USA today where, in a recent
interview (Gordon 2006:348), William Labov is able to comdidly and uncontroversially
pronounce that “regional dialects are getting strongerraack diverse as language change
is continuing®®.

%As an aside, while, according to Lanham (1982:350:foothiptéhere is a case for differences existing
between SAE and the English spoken in Zimbabwe (formerlydebia), Wells’ (1982) claim that Rhodesian
English “has not been systematically studied” (Wells 1882) is still valid and it is thus a dialect worthy

89



Thus while it is, in all likelihood, true that, “it is the emince of new ethnic and racial
groups into the community that provides the motivating ésrbehind renewed diversifica-
tion” (Labov 1980:263) and that, more broadly, “a well-guteel sociolinguistic principle
is that the fluctuating course of linguistic change is caitierl with and indirectly caused by
social changes that alter the structure of the speech coityh(lrabov 1990:206), it is still
unclear whether this has translated into a true Phase-3ogenent. Rather, it seems clear
that a process of nativization (i.e. the linguistic reflectof the social integration that has
taken place since 1994) is being referred to when Mair (ZB: concludes with reference
to GenSAE that “its future as the national pronunciationnméor a new multiracial state
remains uncertain”, and Da Silva (2007:2) is moved to catelinat the traditional ethnic-
based terminology commonly used to separate out the vasidoivarieties of SAE is no
longer valid given the entry, over the last two decades cofdolack individuals particularly
into the previously whites-only educational system.

The methodological implications of all of the above is byiefealt with in 4.3.2.

3.4 SAE and other English Accents

As emphasized by Labov (1994:9), “geographic separatidaraily and inevitably leads
to linguistic separation”. Thus, while an understandingha inner-diversity of SAE, as
provided in the previous sections, is important, it is alsseatial (and central to the focus
of this thesis) to place SAE within the larger context of Esiglaccents in general and, in
particular, in the context of those accents of English frohicly SAE has been, in a sense,
separated. This section provides just such a context, wsfieaific focus on the vowels of
English. Section 3.4.1 begins by showing how SAE qualifies s@-called ‘Extraterritorial
English (ETE)’ and what features it shares with other ETExtiSn 3.4.2 then reviews al-
ready existing attempts to place SAE within the context dfdwes (1994) various patterns,
as provided ir2.3.2.1. This is followed by3.4.3, which concentrates @outhern Hemi-
sphereETESs, showing in what ways SAE is similar to (and differs fjomther Southern
Hemisphere ETEs like Ausk and NZE. The section gives muctesimethe work contained
in Trudgill (2004).

It should be stressed that the aim of this section is to peoaicklatively ‘rough’ account
of the similarities and differences between the variousatscdealt with. In Chapters 6
thought 9, which deal with each of the SAE vowels in a thoroagt step-by-step fashion,

of future attention. Some preliminary investigations irsttirection have recently been made by Marshall
(n.d.), but nothing thorough or substantive is yet on offdre term ‘Rhodesian English’ is used here with no
intended political overtones but rather to distinguishlthevariety from L2 varieties which could, collectively,
be labelled ‘Zimbabwean English’.
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a more fine-grained analysis of said similarities and diffiees is provided, particularly
through the comparative use of acoustic data.

3.4.1 SAE as an Extraterritorial English

Although unique in a number of respects, SAE is, accordinfl&ss 2004:369), like all

ETEs except “some varieties of Irish English”, charactbie as a dialect “of Southern
British English (SBE)” (Lass 1995:89-90), and all ‘Soutiiadialects of English share the
following phonetic/phonemic features:

1.

According to Lass (2004:368), diphthongisation of MOUil#l [as] or something
similar. This includes later diphthong-shifting and/oidgl weakening, such as that
found in SAE and Southern dialects of the USA. Dialects ofribgh of England
often have du:]-like quality in MOUTH i.e. they have not undergone the finalges
of the GVS, as explained under Pattern £213.2.1.

. “A reflex of Middle English (ME)/o:/ in GOAT, rather than MEa:/: the North has

/e:/ or /e/ in words of this class (Scotsame= homg” (Lass 2004:368). Southern
varieties range frono:] to [ou] to [ceu], including later developments.

. [~ €] in so—called TRAP words (Wells 1982:129-30). The vowel usedords

such agrap, tap, backetc. ranges fronie] to as high age], a range which is higher
than the vowel[a] used in more ‘northern’ varieties such as those found in trthn
of England;

. A STRUT-FOOT Split. Thus words such aesd andcould are not homophonous as

they are in the local accents of the north of England (WelR21898). The FOOT
vowel is in the region ofu] — RP, for example, hgs ] —, while the STRUT vowel is
in a broad area ranging frofn] to “central p]{[e]} to centralized fron{d] or even
raised[¢]” (Lass 1995:90%’.

. What Lass (2004:369) calls Lengthening I: the BATH vowgdbnger than the TRAP

vowel and is usually different in quality. Thus in SAE the TRAowel varies from
[x] to [¢] (see above) while BATH is longer (different in length) andfatient in
guality i.e. “centralized backi:] or back[a:]” (Lass 1995:91). This can be fruitfully
compared with Australasian English (combined Ausk and NdBjch has[e~ €]

Z’Note that The symboH] is not found in either the modern IPA (International Phim&ssociation (1999))
or Pullum and Ladusaw (1996). It is, however, a logical agalfy for example[4], and indicates a fully—open
central vowel. The best ‘modern’ transcription would, #fere, | believe, bée].
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and the more fronfta:], and American English, which in many cases only has a length
distinction, i.e.[] in TRAP and[a:] in BATH. Note that with respect to the latter
accent, in START, where there is a postvocadtit, and PALM,[a] is used; and

6. What Lass (2004:369) calls Lengthening Il: the TRAP vowdengthened before
voiced stops and nasals (excépt); so,[kap] cap but[ka:b] cab(Lass 1995:91).

7. Lass and Wright (1985:137) also mention a contrast betwlee FOOT class, typ-
ically with [v], and the GOOSE class, typically wifh:], as an additional defining
characteristic.

Note that more recently Lass’s (2004) position has beeneriggd, for example in
Trudgill (2008:242), who argues for a polygenetic (as opgda® monogenetic) origin for
SAE as well as other dialects which have been transplanteth&s regions through colo-
nization. From this perspective, therefore, SAE was “imgioria mixed dialect” (Trudgill
2008:250), resulting in a “new feature pool [which set] inmgeetition variants which did
not compete directly or regularly with each other in the nedimd ...new competition
dynamics usually result in new varieties” (Mufwene 20082y parenthesis). From this
perspective, although many ETEs will predominantly shoatuees with a southeast-of-
England bias, circumstances do arise in which variants &thrar sources (such as the north
of England or Scotland) persist, sometimes even to the sxxiwf any others. Trudgill
(2004:116-120) attempts to show that this is, in fact, treedar many Southern Hemi-
sphere Englishes, showing how features such as H-reteffteart is [ha:t] and not[a:t])
and a Weak Vowel Merge.énnonandLeninare homophonous) all provide evidence for
the influence of non-southeast-of-England varieties oreHeTESS. It is perhaps worth
pointing out at this early stage that SAE displays both ofgbeve features and evidence
will be provided at various points below for the influence v€ls non-southeastern varieties
on the development of GenSAE in particular. It will be reedlabove that GenSAE is seen
to have been heavily influenced by NE, a (relatively unfoed$groto-koiné which was, in
its turn, characterised by a north-of-England (and middtepper class) bias. It could also
be hypothesized, given an acceptance of the notion thatrédaian of Johannesburg and
other boom-towns of the late-19th-century provided thedd@ns for further mixing and

ZDifferences between the various Southern Hemisphere shaglithemselves are, presumably, also (partly)
attributable to differential input from non-southeasttofgland dialects. Still, while Trudgill (2004:117) paént
to the absence of Glide Cluster Reductiovhich and witch begin, respectively, witfim] and[w]) in NZE,
and attributes this fact to “the Scottish, Irish and NomthEnglish form”, he provides little explanation for
its absence from Ausk and NZE. Any answer would, no doubtinli&@ more in-detailed comparison of the
immigration patterns to the respective areas. From an &ebfhitsuperficial reading of the matter it appears
that one possible difference lies in the greater influen&cottish English on NZE, while “the north of England
...was underrepresented” (Trudgill 2004:16).

92



koinéization, that the other British dialects (RP and waslhon-standard ones) as well as L2
varieties of the time had a role to play as well. Importantis tespect is Trudgill's (2004)
notion of hyperadaptation, an adult characteristic whiak &iready been alluded to above;
a process which often involves “an incorrect analysis” @Gill 2004:87) and thus, poten-
tially, a reanalysis of features of the ‘source’ variety. this regard, we have seen above
that early Johannesburg was characterisable as heavilitradie dominated. Naturally,
the possibility that endogenous development has had a hahd development of SAE has
to be kept firmly in mind as well, and one of the challengestierreconstruction of the lin-
guistic history of an ETE such as SAE is to, indeed, separgteralogenous developments
from those based on language and dialect contact.

3.4.2 SAEP and Labov’s (1994) Patterns

There have, surprisingly, been very few attempts to des¢hie SAE vowel system in terms
of Labov’s various patterns of chain-shifting; and perhapsn more intriguingly, the first
of these attempts makes recourse to Pattern 2 i.e. therpatiaracterizing the so-called
Northern Cities Shift in the USA. Thus Jeffery (1982:258)Hiights the possibility that the
raised DRESS and TRAP vowels, and the raised and monophsech§QUARE vowel
of SAE are related to each other as well as to fronted and nidhopgised PRICE and
MOUTH vowels and the characteristic polarization of the SAE vowel. His analysis is
as follows:

“glide-weakening of/ai/ and/au/ made it expedient to move them out of the phono-
logical space ofa:/{/a:/} so they came to be realized further forward ... causing the
front series including1/ to move up ahead of them ...in this chain-shift realizations
of /1/ were conditioned by an adjacent velar consonant, with teethat allophones
not so conditioned reachéd first and then moved on down the non-peripheral path
towards[o] as the velar conditioned allophones kept on coming up tosjayd. . All

this is to propose that a chain-shift of the Pattern 2 typis taking or has taken place

in SAE” (Jeffery 1982:258-9; my parenthesis).

While Jeffery’s (1982) proposed explanation certainlysioet classify as a prototypical
example of a Pattern 2 shift, the proposed initiating poviergideless fronted PRICE and
MOUTH makes sense and it also has the advantage of ‘takirgj chthe fact that SAE
displays a ‘pure’ FLEECE vowel as well as a degree of KIT cai#ation, both features of,
for example, the Northern Cities Shift. It is clear, too,ttBAE has, at least in its Broader
varieties, a raised TRAP vowel. On the other hand, the gétrerad of the Northern Cities
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Shift is for KIT and DRESS to remain on the non-peripherahgatd for the later to become
more open too. This certainly doesn'’t ‘square’, althougtditierent reasons, with the facts
about SAE (which if anything has a substantially raised DBEBwel) or with Jeffery’s
(1982) notion of “the front series” moving up.

Indirectly, the slightly later Bailey (1984:11-3), alsargs up the possibility of a Pat-
tern 2 chain-shift in SAE. He focusses fm/-lengthening in SAE and at least one example
of /&/-breaking, about which he makes the following claims:

“The breaking of this vowel is a widespread feature of SAE amght be diagnostic
of SAE. It is almost certainly part of the same phenomenohdbaurs more widely
in American dialects and just one of several instances ofrifleence of velars on
vowels. In SAE this breaking occurs in one environment airgy,before/y/ ...as in
... bang, bank, tanker, languish” (Bailey 1984:13).

The context is in fact even more restricted than this, ontuaing in/a/ before histor-
ical ‘eng’ i.e. inbangbut notpancake One thus assumes, that by ‘widespread’ (see above
quote), Bailey (1984) means socially and geographicallpmmsed to systematically. In
any event, he giveg1{[é']} as its realization, as ifbe>jn]{[bé'y]} bang emphasizing
the shortness of this ‘diphthong’ in line with his previousmaments aboufy] not being
an environment that conditions long allophones of the TRARel. As far as | can tell,
such a quality is unattested in any of the other sources on (S&&86.3); it also, appears,
impressionistically to be a stereotype-feature of a (v8ngad SAE accent, if anything. A
certain degree of skepticism is also generated in this degsia result of Bailey’s (1984)
confession that phonetics and/or SAE “is not an area of ajpeaiion of the writer” (Bai-
ley 1984:1), as well as a number of other uncertain analydasing to TRAP-lengthening
more generally. Thus he claims, for example, thain lad, pad andwag “may be long
but are most often short” (Bailey 1984:11) and thatgeis short, whereas in my idiolect
these are all invariantly long. Regardless of the partisylaowever, Bailey’s (1984) focus
on TRAP in SAE and its lengthening and possible breakindhllgbts the potential merits
of investigating Pattern-2 like shifts in SAE, as origigaduggested by Jeffery (1982).

Webb (1983), on the other hand, focusses on the ‘Southefti Sdiiure of SAE (i.e.
Patterns 3 and 4). In terms of Pattern 3, he points out thdetoGOOSE and GOAT
vowels and the raised and peripheral nature of the THOUGHITB#&TH vowels. In terms
of Pattern 4, he emphasizes the lowering of FACE, but poutshat SAE “does not exhibit
the typical positional exchange betwegg/ and /1/ which is typical of Southern U.S.A.
dialects. The/iy/ is still higher and further forward”. Importantly, this &air stresses that
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the features mentioned should not, necessarily, be viewetlanges-in-progress but, in all
likelihood, as relics of the British input into SAE.

3.4.3 SAE as a Southern Hemisphere English

According to Lass (2004:369-40), ETEs can generally beigigdedi into Northern Hemi-
sphere (US and Canada) and Southern Hemisphere typesdlsi&n English and SAE).
The different phonetic features of these two main typesraeable back to their periods
of colonization; thus, by way of example, and referring bck3.4.1, Lengthening | went
through a number of stages:

1. Prior to the mid-eighteenth century, only lengtheninghwio change in quality; thus
[pat] pat but [pa:0] pathin US English;

2. Late eighteenth-century BATH-loweringfta]; thus[pat] patbut[pa:0] pathin Aus-
tralasian English;

3. Nineteenth century retraction of BATH [a:]; thus[pzt] pat but[pa:0] pathin SAE.

Thus SAE is characterisable, as it is by Lass (1990:273),aalatively ‘evolved’
southern variety,” (whether Southern British or Southeamtisphere); a fact attributable to
the relatively late settlement of South Africa by the Bhtig his is reflected in its relatively
close TRAP §6.3) and DRESSt6.4) vowels (like most Southern Hemisphere Englishes),
but, more particularly, by its rather back value for BATH&$8.2), unlike the other South-
ern Hemisphere Englishes.

Trudgill (2004.63—-64) provides a particularly intriguirggument for the presence of
his so-called ‘START-backing’ in SAE. The puzzle is essahtithat the absence of such
backing in Ausg, NZE and Falklands Island English as oppdeeats presence in SAE
and Tristan da Cunha, does not provide a neat chronologittdrp, particularly given that
Falklands Island English was in all likelihood establistadtir SAE, at least in the latter’s
1820-settlers form. His explanation for its presence in S&Bne that has interesting
implications for other features of SAE and deserves to béeglio full:

“The absence of START Backing from Falklands Island Enghghich probably de-
veloped latter than South African English, might suggeat s a later and indepen-
dent innovation in South Africa. However, Lanham (1978)li68icates that backing
may be a feature of South African English of long standing.hdfis correct, this
may be due to the settlements of the Natal and Transvaal pimgh@ communities
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at dates later than that of New Zealand — the additional deoadhree allowing for
START Backing to have become more common in urban southeghaid. It could
also be due, if the backed variant had reached the uppenenitiss by the appropri-
ate date ...to the greater role played by this class in thmdtion of South African
English: according to De Klerk (1996:10), the largely venmlar-speaking settlements
of the 1820s were followed by the ‘largely standard-spegiatal settlements of the
1840s™ (Trudgill 2004:63).

SAE differs, furthermore, from the two Australasian vadstin that it lacks diphthongi-
sation of FLEECE (seg6.4) or “vocalisation of/1/ in syllable codas” (Lass 1990:273). In
other words, in SAEI] does not becomjgs] in words such all: /fil/ is not[fis]. Accord-
ing to Lass (1990), it does, however, in the case of BrSAEeshvith Australasian English
an open onset for both FACER.4) and GOAT ¢8.3) as well as the so-called PRICE /
MOUTH crossover §6.2)°.

Like NZE and Ausk, SAE has, accordingly to Lass (1990:278grbthe subject of
a “chain—shift of the short front vowels”. This has lead tdtbthe raised DRESS and
TRAP vowels mentioned above, as well as to the centralisatfdIT (Chapter 7) in cer-
tain contexts. As summarised by Mesthrie (1993:30), thetfrowels in SAE “are raised
in comparison with RP vowels (with the highest vowel beingtraised)”. In order to il-
lustrate this chain-shift, Mesthrie (1993:30) providesagthm — see Figure 3.2 —in which
“the two sets of reflexes are geometrically related . .. (8#E in caps, RP in lower case)”.

bit > BIT
BET .
bet 4
BA'l =,

bat

Figure 3.2: The SAE Front Vowel Chain-shift, from Mesthri®93:30)

The effect of this chain—shift on SAEP is explained humolypbg Mesthrie (1993:30—
31) in the following manner:

“Loosely speaking, the SAE pronunciation lodit sounds closer to RBet the SAE
pronunciation obetsounds intermediate between B& andbit; and the pronuncia-
tion of bit sounds intermediate between BiPand the sequence bVt, where V stands

293 AE also differs from many other English accents in lackirgldttaling i.e. the replacement ¢/ in final
position with[?] (Lass 2004:378).
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for the vowel inhook There is a grain of truth in the old joke that for some South

Africanssexis what you carry coals in, whilsix is necessary for procreation”.

With respect to the origins of this difference between SAB® BRP, Lass and Wright
(1986:202) argue for “a reallocation of features spreadroatmixed’ input, and recodified
into an emergent ETE system”. What this means more simplyaisdlose values for both
TRAP and DRESS as well as centralized (and close) valueslfbake to be found in the
original settler input i.e. they were found on mainland Emgl at the time of settlement and
were likely to be well represented in the speech of the settlé/ith reference to certain
specific vowels, e.g. KIT, Lass and Wright (1985) and Lass\fnigiht (1986) offer this as
an alternative to the hypothesis contained in much of Largamrk that language-contact
between Afrikaans and English (and resultant extensiviadublism) was the source of
many typical SAE values. The approach is primarily, thenefa exclusively endogenous
one with a focus on explaining SAE values in terms of settiput and the structural dy-
namics of the vowel system in particular. As pointed out bgirBord (1994:487), however,
“in the case of a variety or variety cluster with as complexsadny as that of SAEP, we are
unlikely to be able to construct a single monolithic exptaorathat will fit the observable
facts”. While accepting the role played by purely endogesnaystemic factors Branford
(1994) contends that language contact and “standardisaticouraged by formal educa-
tion” are two additional factors that need to be taken intcoaat, particularly the former
and the related “input from many competent bilinguals”.

One last feature that SAE shares with all other Southern Bigmere Englishes is non—
rhoticity. Like RP, Ausk and (mostly) NZE, SAE is (except mnge BrSAE accents and
Afrikaans English) non-rhotic i.e/r/ “is subject to the severe phonotactic constraint that
it can occur only before a vowel” (Wells 1982:125). Note, leoer, that rhoticity is found
in NZE in “the Southland/Otago area, centered in the lay nainig@ast around the town of
Gore” (Bauer and Bauer 2002:170); see also Lass and Wri§B6(204—7) for a discussion
of the possible origins of rhoticity in SAE. BrSAE accents better viewed asemirhotic
since ‘variable rhoticity increases with descent down the socioecononmate¥gd.ass and
Wright 1986:205; my emphasis) and there appears to be soitenee to suggest that at
least 1820-settler Cape English was rhotic (Trudgill 268%°. This has implications for
the pronunciation of vowels before a so-called ‘historiagdl and, in particular, for lexical
sets such as SQUARE, NURSE, START, NEAR, CURE etc.

%0The fact that SAE often displays a retroflgkin pre-vocalic position rather than the more RP-like pastal
olar approximan{i], as well as the use of a tapp@d in Broader varieties, also speaks to the retention of
conservative features in SAE (Trudgill 2004:71-2).
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Of particular relevance to the present discussion is Tiuf104), which places SAE
within the context of Southern Hemisphere Englishes as deylas well as within the
broader debate about the nature of language change. Manyeatators have pointed out
the similarities between the various Southern Hemisphegdighes, and Trudgill (2004)
attempts to explain these similarities by making recoussertumber of more general prin-
ciples.

One of these principles is ‘colonial lag’ which he definesasdf or delay, which lasts
for about one generation, in the normal progression andalaveent of linguistic change”
(Trudgill 2004:34). Of particular relevance in this regadhis author’s discussion of the
KIT, DRESS and TRAP vowels and their status in Southern Heheise Englishes. Like
Lass and Wright (1986), he believes that, in general, thdityuz these vowels can be
explained by reference to the input brought to the variolsnies by the settlers, and that
the values generally found in Southern Hemisphere Engliahe actually of a conservative
nature. This is, for example, reflective of the fact that am ‘thainland’ KIT, TRAP and
DRESS have, in many cases, been subject to progreksiving — as, for example, al-
ready pointed out in the discussion of Torgersen and Keis\{2004) SECS-shift ir§2.14.
Southern Hemisphere Englishes are thus behind in this gsoddair (2006:165) implies
a similar analysis in his description of the progressivelydred values for RP TRAP and
DRESS:

“Phonetically, words such deetandbatwould now best be renderedast] and[bat],
while the conservative early twentieth-century pronuticies — now current only in
Southern Hemisphere varieties of Australia, New Zealartd$outh Africa — would
have beeffbet] (for bef) and[bet]/[bat] (for baf)”.

The notion of colonial lag is, in Trudgill (2004), also amlito other features, such
as START-backing (as explained above) as well as the relgtald-fashioned retention of
THOUGHT in some CLOTH items, i.eoff as[o:f] and not[of]. In general, the Southern
Hemisphere Englishes are all seen to retain rather coriserwariants of these features,
that is in comparison with independent developments in baorehd the south-east of Eng-
land. Some of these have already been alluded to above,|willakceive separate and
more in-detail treatment in later chapters.

Another principle that Trudgill (2004) draws upon is ‘lamme drift’, a process based
on language varieties deriving from their common sourceeshiendencies or propensities
for change; and thus tending to develop in parallel evem gitegraphical separation. Nat-
urally, there is an inherent sympathy between this noti@hthaories such as that of Labov
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(1994) which posit an important role for endogenous, stmadity-driven, or ‘natural’ lan-
guage change. Importantly, Trudgill (2004:132-3) posits torms of drift:

1. afirst type (type-1) in which “linguistic changes that ateeady in progress in the
common source continue after separation” (Trudgill 2082)1 Examples relevant
to the Southern Hemisphere varieties are Diphthong Shifi@ss of rhoticity. With
respect to the former it will be shown that SAE has been urusita resilience with
respect to this development.

2. a second type (type-2) in which “no linguistic change wagarway in the common
source, but varieties derived from it shared tendenciesapgnsities which . . .lead
to the development of similar but new changes” (Trudgill 2032).

Beginning with the first kind of shift, Trudgill (2004) addsijth particular reference to
the Southern Hemisphere Englishes, that in many cases dlresely-in-progress changes
advanced at a greater rate in the colonial varieties as # oédass pressure from prestige
varieties such as RP. This was particularly the case, TH(@804) claims, with Diphthong
Shift. As pointed out, however, SAE (at least in its non-BES@ariants) constitutes an
anomaly in this regard, the lack of advancement of the DipmghShift in this variety,
compared to Ausk and NZE, attributable perhaps to the infriehprestige variants, in the
form of NE as well as, more arguably, RP.

The other example of type-1 drift provided by Trudgill (2004 that of fronted and
lowered STRUT. Of all modern-day English short vowels theRBT vowel “is the re-
sult of qualitative changes greater than those which haeetafl any other” (Cruttenden
2001:114). As confirmed by Trudgill (2004:133), “the STRUdGwel is a recent arrival
in the phonological inventory of English, and many localietes in England and south-
western Wales do not have it yet”. Its historical developtnbeginning with the late 1&
century unrounding dfu] into [¥] in the south-east of England, is outlined in Figure 3.3 on
the following page, which is taken from Figure 4 in TrudgD04:134).

As can be seen, after unrounding the STRUT vowel lowerdd jtowhich, according
to Trudgill (2004), was its value in the f'8century. By the beginning of the $acentury,
the RP norm was slightly more frorjty], and has subsequently fronted even furtherefp
“which is the pronunciation in RP today” (Trudgill 2004:133

Modern-day Cockney approache$(Cruttenden 2001:113). Likewise, Southern Hemi-
sphere Englishes also show open and front realisations:

“Modern New Zealand English typically has open and frontisations of this vowel.
This is true of Australian English also. STRUT in Tristaniaralso generally fronter
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than RP ..STRUT fronting is not a prominent feature of South Africarglish or
Falklands Islands English ...” (Trudgill 2004:135-6; mypmasis).

STRUT-fronting in the Southern Hemisphere Englishes isefioee seen as a continu-
ation of a process that began in the 1500s and while TrudfiD4) is in the main correct
in his assessment of this development across the variasarglaccents, his assessment of
STRUT in SAE appears tenuous. While the principle value dRST in SAE is[3] (which
while not fully open, is at least in a front-central posifiphass (1990), for example, men-
tions[a] as one possible value, while Lass (1995) gives ¢i#gas being used by especially
young, female, GenSAE speakers i.e. the subjects of thesac@analysis component of
this research.

Moving on to type-2 instances of drift, Trudgill (2004:136) divides these into 18
and 2@-century innovations. Beginning with the first group we hhaepY Tensing, Glide
Weakening and changes to the NURSE vowel:

happY Tensing: This feature relates to the final syllable of words suchaspyor money
and is dealt with in more detail i§9.3. According to Trudgill (2004), happY Tensing
refers to the use df ~ i:] instead of1] in the above-mentioned position and is meant
to occur in Ausk, NZE, Tristanian English, Falklands Isksulthglish and SAE. With
regard to its use on the ‘mainland’, Trudgill (2004:137)ircla that it was “very rare
in mid—nineteenth century Britain but is currently veryicdp becoming the norm”.
This is confirmed in a recent study by Fabricius (2002), tisailte of which are also
discussed further if9.3.

Figure 3.3: Change in the STRUT Vowel, taken from Figure 4rundgill (2004:134))
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Glide Weakening: Glide weakening is a secondary effect of a more profound sffif
vowel quality i.e. the Diphthong Shift, as a consequence lbickvthe “first ele-
ments ... are increasingly removed from their second el&sh€frudgill 2004:139).
So, for example, in AusE, the first element of FACE has movedl twore open po-
sition than the traditiondk], thus encroaching on the space originally ‘inhabited’ by
PRICE. Initially, the distance between the onset and offs¢hus further than was
originally the case. Glide-weakening is a reaction agdhistlatter phenomenon i.e.
the distance between the two targets is reduced by ‘wealfethia glide to the sec-
ond. This implies either (or both) less distance betweertwlediphthongal vowel
targets [xe] instead of{z1] for AusE), or an increase in the length and prominence
of the first vowel target at the expense of the second, legoasgibly to monoph-
thongization. Trudgill (2004) claims Glide Weakening asigecharacteristic of all
Southern Hemisphere Englishes, including SAE. The presehglide-weakening
in SAE is, for example, confirmed in Lanham (1967) who prosidee following
analysis:

“The average length of the glides ... in SAE diphthongs isoceatbly shorter than
in RP ..., with the possible exception 4fi/. In more extreme forms ... barely
discernable glides usually fluctuate with a simple leng#tidiction” (Lanham
1967:62-3).

This process of diphthong-glide weakening and monophtizatign will be inves-
tigated in latter chapters on a vowel-by-vowel basis, bshituld perhaps be men-
tioned at this point thatonted glide-weakened variants of PRICE are, on Trudgill’s
(2004) analysis, unrelated to Glide-Weakening (as a monergé phenomenon) for
the simple reason that fronted variants of this vowel hayegddinition, not under-
gone Diphthong Shift.

The NURSE vowel: According to Trudgill (2004), the Southern Hemisphere ksigs
share a fronted, raised and rounded NURSE vowel, diffeenhe better-known,
although less prevalent, RR]-value. A feature unigue to (some) non-rhotic accents,
Trudgill (2004:144) explains its development in terms @& dtompensatory value lip-
rounding playsis-a-visthe loss of rhoticity that has characterized RP and the wario
Southern-Hemisphere Englishes; in particular, lip-rongdhas a similar (although
less dramatic) effect to rhoticity with respect to the loiwgrof formants. The idea is,
presumably, that the more conservative RP speakers hastetethese processes of
heightening, fronting and rounding, while the Southern lképimere Englishes have
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been given freer reign to develop in this direcfibn

Turning finally to 2d"-century innovations, we note the following, in accordandtn
Trudgill (2004:145-7):

e The so-called Second FORCE Merger which involves the irsingause of/o:/
(THOUGHT) for words in the CURE lexical set. According to @igill (2004), while
prevelant in NZE, AusE, Tristanian English and Falklandisrg English, “it appears
...to be absent, so far, from South African English”; seaydar,$8.2 for more on
this.

e The NEAR-SQUARE merger, which while particularly charaistic of NZE, is also
found in Tristanian. There is some indication that NEAR aQU3RE have under-
gone some degree of merger in SAE ; §8& for more.

While Trudgill (2004) rightly emphasizes the similaritiestween the various Southern
Hemisphere Englishes, the peculiar status of SAE needs twdumht briefly into focus
again. Thus, by way of example, an interesting perspectivéhe relationship between
SAE and AusE in particular in provided by Lanham and Macdd&79:91; my parenthe-
sis) who claim that “present trends are therefore in thege®of reducing the similarities
between two speech communities [SAE and AusE] speakingtiesi of Commonwealth
English originally closer than any other two major varistieThese authors claim that in
SAE English, the various Cape English variables (which éeBnSAE) are receding. It
is these CE variables that generally provide the overlagdxt SAE more generally and
AusE e.g. fronted MOUTH, backed and raised PRICE, lowere@EANd lowered GOAT.
NE variables have, however, been advancing through the S#krunity, bringing val-
ues that are unlike those found in Ausk, particularly thetied, glide-weakened PRICE
vowel. We have already noted above the possible influencertiiern England and more
middle-to-upper class varieties on the development of SAEGenSAE in particular.

3.5 Conclusion

After dealing with a few terminological issues, this chaptbarts the sociohistorical de-
velopment of SAE as a colonial variety and sets up a schemaichvBAE as we know it

315till, this hardly explains, as will be shown §8.2 and as illustrated in Figure 9.4 on page 381, the gegerall
less fronted (i.e.lower F2) values for RP NURSE; in other words, if the loss of rhotidityplies increased
values of i and Rk one would expect a relatively front vowel for RP after R-Dpom given that it does not
employ a compensatory lip-rounding mechanism. This ispafge, not the case, with RP instead displaying a
less-fronted NURSE vowelespitea lack of lip-rounding.
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today is the result of three stages of dialect mixing andé&iaation, culminating, in the cru-
cible that was Johannesburg, in the development of thraeleots: BrSAE, CUlSAE and
GenSAE, with the third of these expanding, more recentlyhatexpense of the first two.
A new perspective on the development of SAE is provided bp@sing that Johannesburg
constituted a tabula rasa environment (i.e. with a mininmairfeer Effect) from which new
dialects emerged. From this perspective SAE should be deselate and not early 19-
century ETE. There are also broad hints contained in thiptelhdhat, indexicality, in the
form of the association of particular linguistic variantghncertain identities and prestige
(or its lack) is, contra Trudgill (2004), in all likelihooa thave been a force in the shaping
of the three new sociolects.

The chapter then moves on to provide an account of the Dynitodel as set out in
Schneider (2003; 2007), followed by a critique of Schnésd&007) application of this
model to SAE (broadly conceived). In particular it is suggdsthat ‘white’ SAE is on a
different course to various other SAE varieties (partidylthose associated with the black
majority). ‘White’ SAE is, furthermore, shown to have readha stage of endonormative
orientation, but to be only at the very beginning of a moveaxlg further differentiation.

In the second half of the chapter, SAE ainguistic system is placed in the context of
other varieties of English. It is shown to constitute a ‘$auh’ variety of English (as are
most ETEs) and one perhaps characterized by a range of ioéiseimcluding mid-19-
century north-of-England varieties (via NE) as well as-B¥-century prestige dialects
(RP), various other non-standard British dialects fronséme period as well as L2-variants
such as that employed by L1-Yiddish speakers.

Attention is then placed on the few attempts that have beatentasituate SAE within
the broader framework of the chain-shift patterns providgd.abov (1994). It is shown
that while SAE shows many of the expected Southern Shiftacieristics, there is at least
tentative evidence for Pattern 2-like shifts in this digles advanced by Jeffery (1982) and
Bailey (1984).

SAE is then contextualized as a relatively evolved Souttéemisphere English as
can be seen, for example, from its rather backed BATH vow&cawhich provides ad-
ditional support to the notion of modern SAE as a laté-t@ntury development. Other
similarities and differences between SAE and the two Alestian varieties are then briefly
dealt with, with a particular focus on the front short-voaain-shift’, and then focus is
shifted onto Trudgill's (2004) account of the Southern Hgphiere Englishes. His notions
of colonial lag and drift are explained and exemplified, ia tase of colonial lag with ref-
erence to the above-mentioned short-vowel shift and the@af BATH, and, in the case of
drift, with reference to the Diphthong Shift, STRUT lowegiand fronting, happY Tensing,
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Glide Weakening and the Second FORCE Merger. The chaptertsne-emphasizing the
anomalous nature @dbenSAHas opposed to BrSABjs-a-vis other Southern Hemisphere
varieties.
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cHAPTER 4

Methodology

4.1 Introduction

This project involved, among other things, the collectiod analysis of acoustic data from
27 subjects: all white females between the ages of 18 andt®drvariety of urban centers
in South Africa and from the higher end of the socioeconomseles This chapter deals
mainly with a range of methodological issues relating tocheice of subjects as well as
the collection and analysis of this acoustic data.

As implied above, the selection of subjects for this redearas guided by a number of
relatively strict controls, most of them relating to a numbéwell-known sociolinguistic
variables. Such control is related directly to objectivelnof this research, as provided in
§1.6, i.e. to isolate and describe, using instrumental tgctes, one sub-variety of SAE
i.e. GenSAE. Section 4.2 provides a brief defence of thaquéatr value chosen for each
of the variables concerned e.g. females over males wittectdp gender. In the case of
social class (seg4.2.3), a defense of the method employed for controlling Hairiable is
also provided. The next sectiogd.3, provides more in-detail information on the research
subjects, including information, i§4.3.2, on the regional distribution of the subjects as well
as a brief defence of why this variable was not subject torobnt

Section 4.4 then turns to describing and defending the btenods of data collection,
while §4.5 focusses on dealing with various issues relating to tia¢ysis of the acoustic
data.
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Lastly, the acoustic analysis as described in the aforgggeiations, is, if§4.6, placed in
the context of the broader methodology of the thesis. Inqdsr, emphasis is placed on the
fact that the acoustic analysis constitutes only one commpioof a broader analysis which
involves a comparison of the acoustic data with a varietytb&odata sources, including
other SAE acoustic data from Webb (1983), acoustic and issprristic data from other
accents of English as well as with data derived from a cfitiswlysis of the available
impressionistic literature on the SAE vowel system.

4.2 The Variables

It is a well-known fact thatge sex/genderregion race/ethnicityand especiallyclassare

all sociolinguistic variables; see, for example, Chamif2@93), as well as Labov (1994:2)
who also addsommunity sizéo this list. What needs to be defended, however, is the ehoic
of young, white women from the upper end of the socioeconauide i.e. the values of
the variables concerned. In the following few sections gusth a defense will be provided.

4.2.1 Race/Ethnicity

The focus of this (acoustic) component of the project is omdiqular accent of English
i.e. GenSAE, which was (and is perhaps still) spoken predantly by ‘white’ (however
defined) individuals in Apartheid-era South Africa. Whiteetgrowing use of English as a
mother tongue by other population groups in South Africatgnized, the simplest way
to guarantee that the accent used was GenSAE, was by liagttine subjects to those who
qualified unproblematically, and in the view of the researchs ‘white’. This was neces-
sary since while on “the whole middle-class Black Englishiatées are fairly close to the
accents of their [white] schoolmates” (Mesthrie 2008:1%, parenthesis) there is grow-
ing evidence for the emergence of a new black (middle-clets)olect that constitutes “a
young persons’ educated English that goes beyond aparistiictions, but avoids many
of the variables characteristic of White South African Estgl (Mesthrie 2008:17). While
research into this lect is still in its infancy it appears edharacterised by the adoption of
Americanisms such as rhoticity and ‘t-tapping’. There is;aurse, the possibility that the
direction of influence is in the opposite direction (i.e. tghipeakers adopting new ‘pres-
tige’ variables from black speakers) and we will touch on samteresting possibilities later
on in this thesis.

More generally, and as pointed out by Da Silva (2007:57k ftlea of ashared normas
a motivation for variable use becomes problematic whenystgdSouth African societies,”
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especially with respect to English, used as it is by a rangdiffefrent ethnic groups each,
at least potentially, with its own set of indexical normsdamwithin each ethnic group,
used in different ways and at differing levels of proficiemgpending on factors such as
educational background, social class etc. One way of erganielatively high degree of
homogeneity in terms of shared linguistic (and other) nowas thus to control the study
for ethnic group. Even in post-1994 South Africa it is an whfoate truism that much of
society is still structured in terms of the ethnic divisidhat formed such an integral part of
the Apartheid-past. While studies such as Da Silva’s (2606 that these divisions are
slowly but surely being eroded, it was felt that the specdmuirements of the current study
required a form of control in this regard.

Naturally, many L1-Afrikaans-speakers (as well as the fawerit English-Afrikaans
bilinguals) are also traditionally included in the ‘whitebpulation group. As will be seen
in §4.4, one of the aims of the interviews that formed the basishie data collection was
to ensure that the subjects were L1-English. An additiooahfof control focussed on the
exclusion of students with a Jewish background. This wasadiqular importance with
respect to subjects from the Johannesburg area given thatidhnesburg Jewish private
school’ is a type that would be recognized by any native” §.2804.:373).

4.2.2 Gender

It is perhaps because “women, deprived of access to realrpowst claim status through
the use of symbols of social membership” (Eckert 1989:26a) they are, all things being
equal, more sensitive to prestige norms in language than ameitend to deviate less from
these prestige norms. Thus Lanham (1982:336) claims tham&m are more assiduous
in acquiring standard speech” and Dubois and Horvath (28&):claim that “women are
more sensitive than men to the social evaluation of speedtuse more of the positively
evaluated variants and less of the negatively evaluatedntarthan do men”; and this, with
a few minor exceptions such as provided by Dubois and Hor{200:289) and a few
other cases reviewed in Labov (1990:212-3), appears toebeutd. This is particularly
true of stable linguistic variables i.e. those not undergathange and “those which are
well established as indicators in a community” (Chambe@3221). Although women
are, thus, from a certain perspective, certainly more awatige in their use of language,
they are also, in a seemingly paradoxical manner, equadiptaat being at the forefront of
linguistic change. Labov (1990) summarizes the sociolstgurole played by women in
the following two principles:

1. “In stable sociolinguistic stratification, men use a legfrequency of nonstan-
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dard forms than women” (Labov 1990:205).

2. “In the majority of linguistic changes, women use a higfiegquency of the
incoming forms than men” (Labov 1990:206).

These two tendencies (i.e. the conservative role of womerthesr role in language
change) are less contradictory than they might at first appes in order to be understood,
need to be contextualised in terms of the sociolinguigd§icaducial intersection between
gender and social-class as well as in terms of the two diffetimds of linguistic change
most commonly reported on in the literature.

Beginning with the latter, a distinction is often made in likerature between ‘changes-
from-above’ and ‘changes-from-below’. These terms refebdth the level of awareness
of the participants in the change (changes-from-below faregxample, beneath the level
of consciousness) as well as the social origin of the chaAgeording to Mesthrie et al.
(2000:118; my parenthesis) changes-from-below “involwersls that are originally part of
the vernacular . .. are given full play in working-class dd@s . . .[and] ... often arrested or
suppressed by the middle class”. Changes-from-above,eondhtrary, are introduced at
the upper end of the social scale.

The issue of class, and its intersection with gender, wiltaken up further irg4.2.3.
More important for the present focus of discussion, howesrr Mesthrie et al.’s (2000)
assertions to the effect that changes-from-above are glgndriven by females whereas
men are more prominently involved in changes-from-belowhilgVit is no doubt true that
females are more conservative with regard to stable litigwsriables and are, in addi-
tion, with respect to changes-from-above, the main origirsaand participants in linguistic
change, the perspective provided above by Mesthrie et @0(218) on the relationship
between gender and change-from-below is in contrast witbhnof the available litera-
ture. So, for example, while there are a few examples of maheaforefront of such
change’, Labov (1990:215) stresses that “in change from below, woare most often
the innovators”. Similarly, Cameron (2003:190; my emps$laslaims that “the leadersf
most changesre women rather than men”, i.e. changes-from-atewe changes-from-
below. With respect to the few exceptions to this generalgipie, Labov (1990:219) adds
the following important observation: “the male-dominatdthnges are all relatively iso-
lated changes ... they do not include chain shifts such aSdh#hern Shift or the Northern
Cities Shift that rotate the sound system as a whole. Alldhzases of chain shifting that
we have been able to examine with quantitative means arenddeai by women”.

!Labov’s (1963) famous study of the Martha’s Vineyard comityubeing one of them.

108



For a full understanding of the role of females in initiateugd participating in language
change, however, the relationship between gender and sstbiogical variables needs to
be fully understood. The first of these (and perhaps the nrostipent in the variationist
literature) is that of social class.

4.2.3 Social Class

This section begins, i§4.2.3.1, with a (selective) review of the literature deglimith the
intersection of class, gender and linguistic variabilipdahange, whil€4.2.3.2 considers
class in the South African context and its control in the atictanalysis component of the
thesis.

4.2.3.1 Social Class in the Sociolinguistic Literature

As emphasised by Kerswill (2006:51), different “discussiof class place different em-
phases on economic factors and more broadly cultural fictdx definition or review of
‘social class’ is, however, not the object of this sectiote ore specific aim is to sum-
marise the variationist perspective on social class, tlnauits links with gender and other
relevant variables, and to situate the current study withis broader sociolinguistic con-
text. Since, on a sociolinguistic level, social class anddge interact in important ways
there will be some overlap between this section and the guewine.

With respect to both main forms of change-in-progress é&hHosm above and those
from below) and stable sociolinguistic variables, thealihtial between men and women
at the upper end of the socioeconomic scale is small compartedt found in the so-called
‘interior classes' i.e. the lower-middle and upper-wotkilasses. Beginning with changes-
from-above, we find that it is particularly the hypercorrbehaviour of lower-middle class
females that initiates such change (Labov 1972:Ch. 5)., Vkry broadly-speaking, refers
to a phenomenon whereby, in formal contexts, the speechwarimiddle class female
speakers ‘crosses-over’ that of female speakers at thehggtd of the socioeconomic spec-
trum. This is well-illustrated by Figure 4.1, taken from &ig 5 in Labov (1990:224).

As explained by Labov (1990:224-4; my parenthesis), wislestematic style shifting
is aligned towards a particular target, usually a level seabhigher status group [here
referring to behaviour aligned to stablelinguistic variable] ... "“hypercorrect behavior”
is ...a shift of a linguistic variable that passes beyond thrget’. As can be seen in
Figure 4.1, in the most formal context (i.e. word-lists)v&r-middle class females show
the highest index of use of the (oh) prestige variable. Itkhbe pointed out, however, that
upper-middle class females still show a relatively highedf use in this regard.
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FIGURE 5. Style shifting of (oh) by three socioeconomic groups in New York

City.

Figure 4.1: Change from above: the ‘crossover’ pattern
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The usual view of change-from-above is that the relevaritifeds borrowed from an-
other speech community, introduced by the dominant classesoften superposed on top
of the vernacular. Thus, Labov’s (1966) well-known studyrtodticization in New York
City in conjunction with the 1986 replica study by Fovfleahows how the effect of the
use of the prestige final and preconsonartal‘was not to modify the vernacular of most
New Yorkers, but rather to produce variable behavior in farsituations” (Labov 1994:90).
Yet, as pointed out by Labov (1994:90), the new prestige narhew York City is effec-
tively being superimposed upon a previous prestige nortrhémmbecome part of vernacular
speech i.e. lack of rhoticization was clearly a London-ieficed prestige norm of the 19
and early 2#-centuries. Thus changes-from-abaman become part of the vernacular and
there is, perhaps, a link between this process of vernazalem and the hypercorrective
behaviour already mentioned above:

“One suggestion that was advanced in 1966 looked to the bgpective behaviour
of the lower middle class for this mechanism. Since lowerdi@dlass speakers use
even mordr] in their most formal style than the upper middle class, thay impress
this form upon their children in instructional styles, ammth$ve them the early practice

that leads to consistent motor patterns” (Labov 1994:90).

While this hypercorrective behaviour has not yet led to arekeration of{r]-usage in
New York City, it is likely that such a process of change-frabove did lead to the earlier
adoption of non-rhoticity as in integral part of the New Yorérnacular. If we general-
ize from this one example, it seems clear that changes-fbove can, therefore, become
integral parts of the system, a fact emphasized by receeares on dialect leveling e.g.
Torgersen and Kerswill (2004). In addition, and with reggec/owels in particular, there
seems no reason why, once a change-from-above has becdties*seto the vernacular
that it cannot initiate (or participate in) system-intdraawel movements such as chain-
shifts.

With respect to change-from-below, the general consenmgtlsrespect to social-class,
is that they “generally arise in centrally located sociaups” (Labov 1980:260) or the
so-called interior classes, generally the upper-workiagscand the lower-middle class: It
should also be noted that “whenever age distributions arliggieeeports indicate that there
may be sound change in progress, the highest social clas®ddnind” (Labov 1980:254).
The so-called ‘curvilinear pattern’ so characteristic b&eges-from-below is captured in
Fig 4.2 , taken from Figure 7 in Labov (1990:233). As can bensed-ig 4.2, the ‘Skilled

2cited in Labov (1994:86-94).
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Figure 4.2: Change from below: the curvilinear pattern
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Labour’ group (roughly, upper-working class) is ahead muke of the various changes-in-
progress reported. The higher the social class the lesatfanvis used.

More generally, much recent work in the Labovian mould asgiae a distinction be-
tween internal vs. external change, the former linked tceggnendogenous, structural)
principles of language change, the later more a matter giulage-contact. Generally, the
implication has been that internal change (i.e. changeielow) is of greater theoreti-
cal interest as well as being more pervasive and vigorousth&umore, and as discussed
above, the general consensus is that such change is ustiadly dy the so-called “interior
social classes” and that the upper classes are generallgghto feel the effects of such
change. The guestion does arise, therefore, whether cbsieaussed on a prestige variety
of SAE (i.e. on the speech of the middle- to upper-classesl) al likely to capture the pu-
tative vigorous language changes taking place in Soutlcafrurban centers — particularly
change that might have taken place since the fall of Apatth@/hile this perspective is
accepted as generally valid, it should be stressed thaty fitse capturing of recent trends
in SAE more generally is to be viewed as a possible positip;-eff’ of the the more
focussed goal of capturing the current status of GenSAE mpewison to other accents
of English. Secondly, the role of external change should pethaps, be so summarily
dismissed. So, for example, dialect leveling (an undouptedntact-based phenomenon)
is currently playing a major role in the fate of many Britigia(ticularly English) dialects.
Of relevance in this regard is Labov's (2007) distinctionvieen transmission and diffu-
sion, the first linked to internal change from below and tlaasmission of language from
caregiver to child, the second being linked to external gedmsed on contact mainly be-
tween adults. While transmission is seen as the primary amesim for the development of
complex sound change phenomena (slgort araising in New York City which involves
a complex set of phonological and morphological condifipdgfusion can lead to change
on a more superficial (e.g. purely phonetic) level. Thus gbharin the phonetic realiza-
tion of a particular phoneme are just as likely to be the tesuthange-from-above than
change-from-below.

Still, and as will become evident in following chapters, Hwmustic component of the
current research has been most successful in capturingasat all likelihood stable so-
ciolinguistic variables which are “aligned with ... clagerarchies in a monotonic fashion.
For a prestige marker, the higher a speaker’s socioecorstaties, the higher the frequency
of use”, a famous example of such a stable sociolinguistiabbe being that of (ing) in
Norwich, as reported on in Trudgill (1974:91-5). The ‘captg’ of such stable variation
has a clear value, best expressed in the words of Labov (2€32my emphasis):
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“Without a base line of stable sociolinguistic markers, ¢hisrno basis for investi-
gating more abstract questionshe contrast between change and stability; between
phonological and grammatical features; between fine ang Steatification, or be-
tween abstract higher-level rules and low-level phonetitgons; the role of referential
function vs. expressive sociolinguistic information; theeraction of sex with social
class and ethnic status; the hypercorrect pattern of thensielsighest status group;
andmanyotherquestions all presuppose that we have laid out the basi©bogiiis-

tic orientation of the community with stable sociolingidgsharkers.

The results of the acoustic component of the current reBeaecenvisaged as just such
a “base line” i.e. as the basis on which further researchetiove-mentioned nature can
be conducted.

The choice of the ‘standard’ also makes sense in the confdkieaexisting literature
on SAE. There are a number of publications in the literatuith n explicit focus on the
more standard varieties of SAE. Two examples, both reviéwkder chapters, are Lanham
and Traill (1962) and Lass (1990). With perhaps the excepiidhe very early Hopwood
(1928), there are none which focus explicitly on BrSAE. A gamson of the acoustic
results of this study with the mainly impressionistic réswlf earlier studies would also be
a likely basis for tracing some changes that have taken plamethe last couple of decades.
Although the relevant changes would, no doubt, be limitethtse which have reached
virtual completion (given the focus of this study on the upped of the socioeconomic
scale), and perhaps unlikely to capture current changesogrgss in SAE, the results of
such a comparison would, | believe, still be of merit in terofidoroader debates on the
direction of language change in Southern Hemisphere Hmgisnd the Southern Shift
more generally.

Lastly, it should be mentioned that the speech of the upjamsek has received scant
attention in the sociophonetic literature. So, for examipsbricius (2002:212), in the intro-
duction to her study on weak vowels in modern RP, is movedate shat “sociolinguistic
studies in general remain remarkably silent on the subjatiecspeech of the upper middle
and upper class”. Mair (2006:5) echoes this sentiment bynalg that standard varieties
of English have, in general, been neglected in the socioistig literature; no doubt mainly
as a result of the emphasis Labov has placed, in his variotssywaon the so-called ‘vernac-
ular'.
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4.2.3.2 Controlling Social Class

The control of social class for the current research prdjastbeen conducted in a relatively
intuitive manner. All the subjects come from a private-sithisackground, have begun
their tertiary-level education at a relatively prestigidanglish university and, in the case
of the Johannesburg subjects, had, at the time of the regwdiamilies residing in an
area of Johannesburg commonly associated with privilegenaalth. It is highly unlikely,
therefore, that the subjects were anything less than mitldks and highlfikely that on
any number of socioeconomic scales, find themselves at phent.

This relative “casualness” towards and imprecision witkpeet to social class or so-
cioeconomic status is also based on the overall nature d&rhésh-speaking ‘white’ com-
munity in South Africa and on developments in SAE itself.

According to Lanham (1982:336), and with respect to the Séfamunity, “three social
classes are distinguished, but categorizing is difficufief& are no South African English-
speaking manual laborers”. Wells (1982:622) echoes thispeetive when he claims that
“the social-class composition of English-speaking SoufiticA is quite different from that
of other English-speaking societies in that it containse@ manual labouring class”

Itis, furthermore, probably still valid, that “taken as aald. . . English-speaking South
Africans as a group come from the most culturally advantdgede background of any
ethnic or subcultural group in South Africa” (Watts 1976.8While there has been a shift
in political power in South Africa it is undoubtedly true than the whole, the white pop-
ulation group retains its prominence on the socioeconogates Thus the following com-
ment from Watts (1976:60-3), which refers to the positioltiite English-speaking South
Africans during the rule of the Afrikaans-centered Nati@taegime, seems, ironically per-
haps, an apposite description for the position of theseviithgials in the New South Africa
as well:

“...whereas until fairly recently the English-speakingiteb held a virtual monopoly
of economic power, they are now having to share it, and thesdagt far distant when
not only will they have lost political power ... but they wilso find themselves in

danger of losing control of important sections of econonawer in the country”.

It is thus instructive to note, for example, that in 2001 thieites population group
was still far ahead of the other population groups in termmadizidual monthly income.

3This author, in fact, bases the absence ofiag variable anch-dropping on this fact. In other words, SAE
speakers do not omit thé/ in words such abereor housewhile all SAE speakers use the velar ngsgland
not the alveolar equivaleifiti] (-in) so prevalent across English accents in words suc¢hlking andwalking
indeed Wells (1982:622) claims that SAE might be unique iirfiaall its speakers consistently using the velar
variant.
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Thus data gleaned from Statistics South Africa (2006) shthas the white population
group, which constituted only 9.6% of the total populatior2D01 (Statistics South Africa
2006:2.9), was still ahedd absolute termsvith respect to the six highest salary brackets
Itis unlikely that much has changed over the interveningyears. The same source shows
a similar picture with respect to occupation and education.

It should also be noted that CUISAE is a rapidly disappeaviariety and unlikely to
be found among the young (Lass 2002:110). In an earlier gatidin, Lanham (19647?:35)
implies that as a result of the disappearance of CulSAE)édiaas a social differential
is weakening in South African society”. Lanham (1965:90; parenthesis) provides a
similar perspective when claiming with regard to socialssl in South Africa that “it is
even difficult to correlate points on the scale [i.e. CulSABtSAE] with social differences
... South African English, even in extreme forms, can bedeaarany level in the scale of
social class”. Thus while GenSAE has, as pointed o§BiB.1, been seen as advancing at
the expense of BrSAE, in order to ensure the capturinGefSAE it is perhaps therefore
still important to control a number of variables relatinggtender, social-class and style, as
has indeed been done for this research.

As already mentioned at several points above, the notiorocfBkclass is to some
degree a construct that varies from society to society (eord fesearch design to research
design); in this research social class has been controlléerms of the educational (and
regional) factors already mentioned. In fact, Wells (1822) echoes this choice when he
claims that “a relatively lower social class can nevertbglee distinguished from a higher
one within South African English-speaking society on gaaiof restricted education and
also by place of residence”. The more recent Da Silva (2®@)7/dées “not include class
as a social variable but rather educational backgroundsastigating linguistic behaviour”
among South African English speakers

A further rationale for a relatively lax approach to the meament of social class lies
in the growing relaxation of the link between standard \taageand the upper social-classes.
Mair (2006:201) summarizes this beautifully:

“Processes of linguistic standardization have a functiand an ideological dimen-
sion. Linguistic standardization is functional, inevieland necessary in large and
technologically advanced communities of speakers bedh@sesures easy commu-

4i.e. the difference here is not simply a proportional oneréhwere more ‘white’ individuals in the top
brackets than ‘black’ individuals.

SAdmittedly, given that Da Silva (2007) focusses on the Esighf both ‘black’ and ‘white’ subjects, her
range of educational backgrounds is broader than in thewrustudy. | would submit, however, in agreement
with Wells (1982), that the general utility of educationatkground as a rough index of social class still applies
equally well to the more traditional ‘white’ group of SAEPegkers as well.
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nication across large geographical distances, acrosal stasses and different ethnic
groups, and across national boundaries. Beyond what iss&gein these purely func-
tional terms, standardization is also ideologically dnive. Certain pronunciation vari-

ants are enforced or stigmatized by dominant elites aslsoaikers, symbolic corre-

lates of membership (or lack thereof) in a dominant grougihaba proper pronuncia-

tion becomes an element of proper social conduct and, ukima&ven of the speaker’s
moral integrity. At the risk of oversimplifying, one couldmmarize twentieth-century
developments by saying that the functional pressuresdodsirdization have strength-
ened further as a result of the rise of the audiovisual medi@reas the ideological

pressures have weakened as a result of the egalitarian,cdatimpand to an extent

anti-authoritarian, ethos that has come to characteribBgdiscourse in the industri-

alized Western world in the second half of the twentiethtesyi.

This relaxation of class-differences is perhaps refleatetthé growing interest in the
(particularly UK) literature in so-called ‘leveling’, a pcess which should be clearly distin-
guished from standardization given that (modern) spedkiersiot automatically abandon
their local forms in preference for the standard. Rathexrelappears to be a tension be-
tween speakers’ desire to continue signalling loyalty ®ltdtal community by using local
speech norms, and a concurrent urge to appear outwardipaki more cosmopolitan”
(Foulkes and Docherty 1999:13). The pertinent differentéhe UK at least, is, therefore,
between local and non-local, as opposed to non-standarstarsdard. Thus, for example,
Estuary English, a leveled variety in its own right, couldigabe (and probably is) viewed
as a indicator of urbanity and cosmopolitanism. Watt anddi(1999), for example, show
how in the Tyneside area of north-east England, local adeattires are being replaced
by a non-local, yet regional variety “localised to the noofhEngland” (Watt and Milroy
1999:43). Thus, by way of example, particularly young, fenaend middle-class Newcastle
speakers tend to adopt unmarked monophthongal varianke &#ACE and GOAT vowels
i.e. [e:] and[o:] (Watt and Milroy 1999:40) above the locab] and RP-relatedr] in the
case of FACE and the lochbo ~ e:] and RP-relategbu] in the case of GOAT:

“Although localised variants in Newcastle are vanishimg, tlialect as a whole is not
moving towards a nationally prestigious homogenised taridnd it is difficult to
know in what sense the monophthongs might be describedestige’ variants” (Watt
and Milroy 1999:42).

I would like to suggest that the SAE-‘reflex’ of such procesbkas, in fact, been the
social and geographic advancement of GenSAE at the expéhethdCulSAE and BrSAE,
although certainly more the former than the latter.
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An interesting perspective on social-class and its redatigp with linguistic variation
is highlighted by Da Silva (2007:46-50), who emphasizeslibenction between the func-
tionalist and Marxist approaches to class, the former bbemped on the notion that “all
groups within a society work on a basissifared norm’s(Da Silva 2007:46), and provid-
ing the basic framework for sociolinguistic classics sushLabov (1966), while the latter
focusses rather on class division and linguistic divergeatlowing for a potentially more
elegant explanation of the maintenance and even spreaiyjofagized linguistic features.
The potential relevance of the latter approach to SAE siogjoistics is an intriguing one,
but needs to take into account the above-mentioned claiatscthss-consciousness has
played a comparatively small role in ‘whit&€nglish South African society as well as ob-
servations such as Jeffery’s (1982), as outlinegBii3.1, regarding the political-ideological
associations of the two main sociolects of SAE (BrSAE and $2df) rather than their
strict correspondence with class, whether viewed from atfanalist or Marxist perspec-
tive. This in turn relates to the fact that “English-speakBouth Africans apparently do not
perceive themselves as a clearly defined social gpenge (Da Silva 2007:73). These and
related issues await further elaboration and researchthEgourposes of this study is was
decided to take an agnostic position with respect to cormepbf class, while operational-
izing it in terms of educational background, as already &xeld above.

424 Age

The literature seems, as a whole, quite unclear with regpextink between adolescence
and the use of prestigious or non-prestigious variants.n®@mbe hand, Lanham and Mac-
donald (1979:51) provide the following explanation of thk Ibetween the acquisition and
use of standard variables:

“In the age of social perception i.e. middle adolescencentong adulthood, standard
variables are acquired, or quantities of advanced variantease. This constitutes a
measurable shift in speech habits most marked in middls clasind most advanced
in formal speech behaviour”.

On the other hand, “many well-established sociolinguistétiables exhibit ...age-
grading .. .adolescents and young adults use stigmatizéhtamore freely than middle-
aged speakers, especially when they are being observeddylLE094:73).

The apparent contradiction here is perhaps resolvablenstef Labov’s (1994) already-
mentioned distinction between changes-from-above andggsafrom-below. Quite sim-
ply, in both instances young speakers, particularly females, are the most assiduous in
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acquiring ‘incoming’ variants. More generally, the followg can safely be claimed about
the link between adolescence and speech production:

“The process of attuning phonological behavior to indiabtisocial identity is per-
haps most transparent during adolescence. It is unlikelget@ coincidence that
adolescence, the time at which an individual's self-deéinivis-a-vis the peer group
is under intense development, is also the time when indalidtylistic variability is
most strongly apparent in speech production ... Just as atipects of behavior are
geared by adolescents to projecting variable identitipatticular audiences, evidence
suggests that phonological patterning can be attuned teame ends” (Foulkes and
Docherty 2006:431).

It is thus imperative when for example using word-list datach as is the case in the
acoustic-analysis component of this research, to not makerglisations too freely re-
garding the full stylistic range of the subjects concerrmatticularly if these subjects are
adolescents or young adults (as is again the case in thentvesearch). This brings us to
a discussion of the last sociolinguistic variable that nexpuattention i.e. style.

4.2.5 Style

Since the perspective of this research is mainly @omparativeanalysis of SAE, partic-
ularly vis-a-vis other English accents, and since much ofdkiailable acoustic data in the
various accents of concern is in word-list (or carrier-sang) style, the elicitation of data
from the formal end of the stylistic spectrum was focussedmlight of Labov and other’s
work on change-in-progress, the current research is thatvedy ill-equipped in terms of
capturing vigorous changes, if any, current in the variabbs centers of South Africa. As
will become clear in later chapters, however, the citafmmm data collected as part of the
current research project is embedded within a criticalewvof the extant impressionistic
literature, and carefully contrasted with Webb'’s (1983}ieaspontaneous-speeciata as
well as (mainly) citation-form data from other accents ogksh, primarily RP, Ausg, NZE
as well as Torgersen and Kerswill's (2004) Ashford data,reflip mentioned irg2.14. As
will be seen, this ‘confluence’ of different forms of data aamddence provides a useful
perspective on both the synchronic and diachronic stat$&AE, particularly with respect
to the various ‘shifts’ and patterns described in Chaptess®3. Furthermore, and as ar-
gued for briefly in§1.3.2, the results will be seen to provide a useful pointtgparture for
further Labovian-type studies of change-in-progress,sand further embellished upon in
Chapter 10.2 where, among other things, suggestions forefuesearch are provided. On
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a more philosophical note there are also substantiallynddfte theoretical reasons for at
least beginning a thorough analysis of a dialect with a facughe more ‘controlled’ end of
the stylistic scale. As already mentionedsih3.2, Labov (1994:63), in fact, advocates the
use of ‘conservative’ reference points for the study of leage change. More forcefully,
and, perhaps, more controversially, Lass and Wright (11985: footnote 8) have the fol-
lowing to say on this issue in relation to their use of citatform data in their study of the
SAE short front vowel chain-shift:

“We also do not apologize for using words in isolation as priyrevidence: in terms of
‘psychological reality’, ‘canonicalness’ or whateverte are surely the primary input
to anyphonological study, synchronic or diachronic ...” (Lasd &¥iright 1985:158;
footnote 8).

4.3 The Subjects

As should already be clear from the reading of previous @estof this chapter, all the
subjects recorded for this interview were young female te/ladolescents (18-19 years of
age) with a private-school background. Subjects were atsibed to those who claimed
L1-English status, were not of Jewish extraction, and hawalf intents and purposes spent
their whole lives in the relevant region (i.e. excludingebrolidays overseas). Section
4.3.1 and 4.3.2 provide further relevant information orsthsubjects.

4.3.1 General Details

All the students were first-year Linguistics students at d&soUniversity at the time of
recording and the latter took place either during the regfisin period at the beginning of
the academic year or directly after one of the extended bremakrder to avoid any form
of accommodation that might take place among students adédhdniversity. That a form
of accommodation does take place even where there is n@éndus” community (such
as at Rhodes) should be obvious from the history of SAE jtsdiere the original input
was also diverse and where there was no indigenous comntonitgcommodate to; see
Trudgill (199%) for an interesting discussion of this and related phen@nefhus one
possible outcome of a situation such as at Rhodes is thaamrazdtan entirely new accent;
it was important, therefore, to control for such a posgibili

Two different groups of subjects were recorded. One set a@wsded during the course
of 2005 and 2006, mostly after the extended July vacatioremeSof this material has
already been used in a number of research projects e.g. Bah#ld=ley (2007) and Bekker
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(2007). The other group of subjects was recorded during @9 Registration period.
Henceforth the first group of subjects will be referred tolss ©ld-Group subjects (O-G
subjects) and the second group as the New-Group subjec® gibjects). Overall, 27
subjects were recorded.

4.3.2 The Regional Provenance of the Subjects

Figure 4.3 provides a map of South Africa and its main urbartess as well as provinces.
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Figure 4.3: Map of South Africa copied from www.SA-Venuestc— accessed on 26 July
2007

The regional provenance of the various subjects is providethble 4.1 on the next
page. As can be seen, the vast majority of subjects come &itime Johannesburg (or more
specifically the ‘Northern Suburbs’ of Johannesburg) or Kula-Natal, both traditionally
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Region Number

Johannesburg ‘Northern Suburbs’ 12
KwaZulu-Natal 10
Eastern Cape 2
Johannesburg ‘Other’ 1
Pretoria 1
Cape Town 1
Total 27

Table 4.1: Regional Provenance of the Subjects

English areas in South Africa. Figure 4.4 on the facing pageiges a overview of Jo-
hannesburg and its main regions. In the popular conscigssribe so-called “Northern
Suburbs” includes much of region 3 in Figure 4.4 and parts, @ dnd 7. It extends from
just north of the inner city (the upper part of region 4) to boeder with Midrand (region
2). The various areas and suburbs are generally associéited/@alth and prestige.

It should be added here, that no attempt has been made tola@gfion in this research.
As stressed i§3.3.3, the evidence for Phase 5 regional etc. diversifioatie per the model
provided by Schneider (2007), is scant at best and the facy®wong, privileged speakers
largely precludes the possibility of settlement-basedraisms occurring in their speech,
particularly in word-list style. The use of the aforemengd style also mitigates against the
occurance of new regionalisms that might, in fact, diff¢ier the different urban centers
from each other. Since, apart from a few isolated feafurése have not been noticed
impressionistically they are, if in existence at all, prolyahighly variable and particularly
recent. The issue of (modern) regional variation in SAE abal&requires further research
and lies outside the ambit of the current research, whichsees on the ‘broader picture’
i.e. how SAE relates to other accents of English. In comparts the difference between
SAE and, by way of example, NZE, the potential differenceveen a putative ‘Cape Town
English’ and a putative ‘Johannesburg English’ would appede insignificant.

5Such as the prevalence of a central value for KIT in pre-palaeolar contexts in Natal English i.e. fish
[faf], the association of fronted, monophthongised PRICE witiadoesburg and a few others that are men-
tioned in passing in further chapters. Still, it is uncleamhat degree even these features have remained solely
in their respective regions and not spread more broadly.
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Figure 4.4: Map of Johannesburg copied from the Wikipedianvuwikipedia.org) entry
"Regions of Johannesburg” - accessed on 5 April 2007
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4.4 Data Collection: The Recordings

The relevant word-list was read by the subjects in a souwatated room in the En-
glish Language and Linguistics Department at Rhodes Usityeusing standard recording
equipment and specifications. The word-list used differedss O-G and N-G subjects.
In the case of O-G subjects, either the whole or part of thedvist provided by Lass

(1990:285) was utilised, a copy of which is included as ApjperB. In the case of N-G

subjects a new word-list was constructed, a copy of whicimétutded as Appendix C. A

perusal of these appendices will show that different emphagplaced on different vow-

els; motivated mostly by the results obtained from reseah@ady conducted on the O-G
data. So, for example, Bekker and Eley (2007) highlight TR#& STRUT as particu-

lar vowels of interest. Words carrying these vowels arepatingly, given prominence in

the N-G word-list. The word-lists were presented randonmlgt through a glass panel us-
ing cue-cards. This was to avoid so-called list intonatidfaison, Harrington and Evans
1998:189).

4.5 Data Measurement and Analysis

This section focusses on the measurement and analysis afdtieled acoustic data. Sec-
tion 4.5.1 deals with the first steps of the acoustic anglygfsle §4.5.2 focusses on the
problem of segmentation given that an attempt was made tareagowel-internal spectral
change (VISC), as defined and defendeglir2.4.2. Lastlyg4.5.3 deals with issues relating
to formant measurement, plotting and normalization.

45.1 Preliminaries

The main tool used for measurement and analysis was thesmpene computer program
Pr aat (Boersma and Weeknink 2007), useful for the analysis, ggshand manipula-
tion of digital speech signals and, in what follows, a cer@dégree of familiarity with this
computer program on the part of the reader is assumed. Ohe aiain advantages of this
program is that it runs so-called scripts, which are esalintadd-on’s’ tailor-made for spe-
cific purposes. A number of such scripts were written for gngect in order to automate
the segmentation, analysis and plotting functions as fpoasible. In the process, however,
certain existing scripts were ‘tinkered with’ in order to eh¢he particular requirements of
the current research.
Thus, the first script began by calling up another (slightheaded) script calleaar k_pauses. pr aat

(Lennes 2008) in order to automatically generatelaxt G- i d and the necessary interval
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boundaries for all the words in the recorded word-list. Threntioned program runs “a se-
ries of intensity analyses on a LongSound object and mabdehdaries at pauses into a
new TextGrid object” (Lennes 2086ny parentheses). It thus, indirectly, creates intervals
which, in a rough manner, isolate the speech sounds in a ddendAfter allowing the
user to make any necessary minor adjustments after rumeingg _pauses. pr aat , the
most important of which was to create extra interval boueddor the few disyllabic words
which were included in the word-list, the next step was fa& tiain script to call another
(slightly amended) script calldcabel _from text fil e. praat (Lennes 2002) which
uses an existing text ¢ xt ) file (i.e. the word-list) to label the intervals createdrtar k_pauses. pr aat .
Once the various tier intervals are labeled, the main sthnignn prompts the user to refine
the segmentation process. This latter process was, intfectne that required an almost
exclusively ‘hands-on’ approach. Since the approach adofit the segmentation of the
vowels was a considered one, it has been dealt with sepamatile next section. Section
4.5.3 then continues with the exposition of the proceduresived in the measurement and
analysis of the data.

4.5.2 Determining Vowel Boundaries

The determination of the boundaries of a vowel is, of couiaked to a determination of
its duration. While length in English is commonly viewed asedundant aspect of the
system (i.e. any difference in length between two vowelsmpanied by a difference
in quality), there are exceptions, a recent example beiag riéported on by Labov and
Baranowski (2006). Itis interesting to note in this regdrat tone common view of the SAE
vowel system is that it often employs length more often fortcastive purposes than other
accents. Thus, for example, Lanham and Traill (1962:18)cthat, unlike in RP, “in SAE
... however, the contrast is partly ‘long : short’ and pattiymplex : simple™.

Apart from its possible contrastive value, vowel length bawe obvious sociolinguistic
value as well. With respect to SAEP, Hopwood (1928), for gglamclaims a high degree
of general vowel shortening for Part-Systems B to D i.e. theg’ vowels. This vowel
shortening thus, presumably, constitutes a sub-phonesuimqglinguistic) feature of SAE.
As such vowel duration will, on occasion, be one of the agodisatures included as part of
the more general analysis contained in later chapters. Uidelines provided by Peterson
and Lehiste (1960) will be used in this regard to determimehibginning and endpoints of
the relevant vowels, with the tacit acknowledgement thafdoliowing comments still apply
today and are thus relevant to the current research:

“An essential problem in the measurement of the durationytiélsle nuclei is that
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of segmentation. Segmentation has long been and contioloesa major problem in
speech analysis ... There are many instances in which tises@realling the beginning
and end of a syllable nucleus are relatively unambiguoustiare are many other
instances where it is very difficult to specify the point ofjseentation ... It should
be emphasized that the procedures employed ...sometivasedd a great deal of
human judgement”(Peterson and Lehiste 1960:694).

However, given that the focus of the research falls mainlywowel quality (as op-
posed to duration) it was felt necessary, as explainegRif.4.2, to ensure that quality
measurements excluded consonant-to-vowel formant tiramsj such as those reported on
in Cooper, Delattre, Liberman, Borst and Gerstman (1952) Relattre, Liberman and
Cooper (1955), as much as possible; and while it is recognilzat formant transitions
(particularly that of the k), and related concepts such as formant loci (Delattre é8&b),
are possibly not, in a direct fashion, the main acoustic tmeglace of articulation with re-
spect to initial stop consonants (Kewley-Port 1983:32#)ere is no doubt thatsFormant
transitions constitute the most basic acoustic ‘reflexhefarticulatory transition from con-
sonant to vowel position and thus constitute a useful basisédgmentation. As stressed
by Sussman, Fruchter and Cable (1995:3112), “the F2 trans# the best known acoustic
correlate of the articulatory kinematics underlying obetit-vowel production”. As such,
the heuristics provided by Peterson and Lehiste (1960)xXample, focussed as they are
on determining vowetluration, provide too much information from the surrounding conso-
nants. So, by way of example, in the case of initial voicedipks the measurements were
taken from the centre of the release ‘spike’, “so that theatron period was included in the
duration of the vowel” (Peterson and Lehiste 1960).

Segmentation in this research was thus conducted in a #erilnner, guided at all
times by the requirement that a balance should be soughebatdetermining the length
of the vowel, ensuring that as much of the nucleus be includdte analysis as possi-
ble (in order to capture VISC) while at the same time ensutiray the eventual formant
measurements were focussed solely on the vowel nucleusrmprop

As confirmed by Harrington and Cassidy (1994:360), it is, &éesv, “difficult to sepa-
rate transitions from vowel targets on a principled basis. such, it was decided, in the
case of Part-System A vowels, to employ arbitrary cut-offitsoof 25% and 75% of the
total vowel duration, the latter determined by implemegtiteterson and Lehiste’s (1960)
heuristics mentioned above: i.e. the central 50% of the Voves used as a basis for

’See also Stevens and Blumstein (1981), Kewley-Port (1988)iri, Gewirth and Blumstein (1984) and
Sussman et al. (1991) for some more recent research intatlistic cues for stop consonant place of articula-
tion perception.
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determining vowel quality. This would, in most cases, ceptilhe traditional vowel tar-
get (whether defined as a single time point or a period of tiagejvell as any VISC in
the monophthongal vowels. There are certainly disadvastag this approach. Thus, for
example, and according to Lehiste and Peterson (1961:24##ls have a much shorter
transition period than linguals. Essentially the tongualke to pre-empt the vowel sooner
in the case of labials. Similarly, “shorter transitions,anegeneral, more closely associated
with voiced initial consonants than with voiceless initt@insonants” (Lehiste and Peter-
son 1961:273). Thus, depending on the relevant consonamigxt, the application of
a middle-50% cuttoff-mechanism will differ in how much orvidittle of the nucleus or
transition it includes. Still, the advantages of the pragubmethod outweigh the disadvan-
tages not least because while it, like most other methogiduies the vowel target it also
at least provides for the possibility of tracking VISC. Therent approach is defended by,
for example, Andruski and Nearey (1992:394) in the follagvmanner:

“While the arbitary ... cutoff times may result in less th&e best possible approx-
imations to “target frequencies,” we believe that a simpleedon involving as little
observer judgement as practical is preferable to more cexrgohd highly stimulus-
dependent criteria”.

In the case of Andruski and Nearey (1992), the cutoff poiainisbsolute one and not a
percentage of total vowel duration i.e. 40ms after release4®ms prior to closure. These
authors are, however, focused on one particular context, akd are therefore in a position
to employ such a rigid approach to segmentation. In the ptesese, however, there are
vast differences in the overall duration of the vocalic segta and thus a percentage-based
approach seemed more appropriate.

In the case of Part-Systems B to D (i.e. the long monophth@mgksdiphthongs) it
was felt that the middle-50% cuttoff-mechanism would not tothe case of diphthongs
this seemed obvious enough given that VISC is often foundctmiooutside the middle-
half of the vocalic segment, given the dual-target natureosét diphthongs. In terms of
their status as tense vowels ($€e2.2.6), the mentioned mechanism would not do for long
monophthongs either given that one of the primary diffeesrtmetween lax (short) and tense
(long) monophthongs is the behaviour of the off-glide tiams i.e. in the former they are
longer (and thus constitute a greater percentage of thievimigel) while in the latter they
are relatively brief. In such cases therefore, the initigtaff point was placed at 15% of
the total vowel duration and the final cuttoff point at 85%lué total vowel duration.

Returning now to the establishment of vowel boundaries fahewing framework is
based on the guidelines provided by Peterson and Lehisé®)19
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Initial and Final Plosives: i.e. initial and final/p,t.k/ as well as the syllable-initial glottal
stop,[?], a characteristic feature of SAEP (Lass 2002:122).

In the case of initial voiceless plosives the point of segiatgon was the onset of
voicing which “could be determined relatively accuratelyhy observing the first
formant ...usually clearly distinguishable as the momartime at which periodic
striations started” (Peterson and Lehiste 1960:694). r&ateand Lehiste (1960) in
fact provide two measurement points, one from the menti@mmset of voicing, the
other from the center of the release spike of the relevapt sibe former was cho-
sen since it was felt that the inclusion of both the periodpast-release frication
and aspiration would mean that, particularly in the casénefmiddle-70% cuttoff-
mechanism used for tense vowels, there was the potentiapdicng too much in-
formation outside of the vowel nucleus i.e. the consonasusivel transitions as well
as periods of aspiration.

In the few cases whergp,t,k/ followed an/s/ (e.g. speckand stuck, and were
consequently unaspirated, the guideline used was the samhatafor initial voiced
plosives — see below.

In the case of initial glottal stops, Cruttenden (2001:168ims that “there is no
acoustic manifestation of the glottal plosive other thamdbrupt cessation or onset
of the adjacent sound”. In the case of pre-vocalic wordahglottal stops, therefore,
the vowel segment boundary was placed at the onset of pbonati

For final /p,t.k/, the end of a vowel prior to a voiceless plosive was mostletam
the cessation of formants, as suggested by Peterson anstd ¢1960:695). It was
soon noted, however, that the automatic formant trackeviged by Pr aat often
tracked formants well into what appeared to be the periodridfudatory closure.
Fig 4.5 on the next page provides an example of this phenomeno

As can be seen, formant tracking continues after closueett{fe F minimum), no
doubt due to continued voicing during the closure periodpgisited out by Stevens
(1998:344), “once closure is achieved ... energy in theniticiof the first formant
can be radiated from the surfaces of the neck and face, bigticad of energy for
higher formants is much weaker”. This seems to explain pdyfe¢he phenomenon
provided for in Figure 4.5. As can be seen from thext G i d underneath the
spectrogram, in such cases segmentation was based on whasstaned to be the
moment of occlusion, rather than the cessation of formafsconfirmed again by
Stevens (1998:334), “immediately prior to closure .. .¢hera fall inF1”.
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The segmentation problem was further complicated by thetfat in many cases
there were periods of creak towards the end of the vowel dsaw#the presence prior
to the occlusion of what might be considered pre-aspirattogure 4.6 on the facing
page, a spectrogram of the wdpdt as spoken by an O-G subject, gives an example
of this phenomenon. In was felt that especially the use ofrtlglle-50% or even the
70% cuttoff-mechanisms mentionedtih.5.2 would exclude at least some if not most
of the aspiration, thus at least partially avoiding any peois that the accompanying
‘noise’ might cause for formant measurentent

In the case of initialoiced plosives, i.e. initial/b,d,g/, “the measurements were
taken from the center of the spike, so that the fricationgaerias included in the
duration of the vowel” (Peterson and Lehiste 1960:695). fifal voiced plosives,
i.e. final /b,d,g/, the boundary is considered by (Peterson and Lehiste 1940:6
695) to be that point where there was a decrease in energg ligher harmonics (as
determined by using a narrow-band spectrogram). The pres#ra ik minimum, as
in the case of final voiceless stops, was an additional cuerdupon.

Initial and Final Nasals: i.e. initial /m,n/ and final/m,n,g/.

In the case of initial nasals, the change in formant fregiesneas the cue to the velar
closure which would, articulatorily-speaking, define treginning of the vowel i.e.
“the abrupt change from steady formant pattern to rapidideaghovement” (Peterson
and Lehiste 1960:695).

For final nasals the beginning point of a following nasal watetmined by either

8As an aside, Foulkes and Docherty (2006:417-9), as well ahéty and Foulkes (1999:62—6), pro-
vide examples of two phenomena, both of which are labelledgpiration: firstly, what they “term ‘extended
frication’, a period of fricative energy preceding the stgap, presumably created by a relatively slow tongue
tip closure” (Docherty and Foulkes 1999), and showing aatizable energy concentration in the higher fre-
guency range (as is indeed the case with the fricgimstrelease in Figure 4.6 on the next page). The second
form of preaspiration has energy which is more spread, atittig aspiration rather than frication. According
to Harrington and Cassidy (1999:101}h] shows spectral characteristics that are typical for vowpétsaks
(corresponding to averaged formants) in the 0-4000Hz regi@ a spectrum that falls off with increasing fre-
quency”. The period of ‘noise’ in question seems to fit thisatgtion: the spectrogram in Figure 4.6 shows
clear evidence of formants and a spectral slice taken ateheeicof this period confirmed the decrease in en-
ergy from low to high frequency. Both the ‘creak’-effect aslhas the aspiration is, presumably, explained
by “the speaker ... opening [her] vocal cords at the end ohption” (Lieberman and Blumstein 1988:59; my
parenthesis). Nearey (1997:3243) confirms such preaigpiras a common acoustic cue for final voiceless
(as opposed to voiced) stops. It would appear, however stiat pre-aspiration is well within the control of
the speaker and is thus potentially employable for indéxisa. Thus Foulkes and Docherty (2006) find that
in Newcastle speech preaspiration (of both kinds) occurstmoften in the speech of females. The fact that
preaspiration is potentially under the control of a speakéurther confirmed by comparative data from Derby,
in which there is no evidence for preaspiration at all. Thesality that preaspiration might have a similar
indexical role to play in SAE is an intriguing one and well womvestigating.
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using the above guideline in reverse or using a narrow-bpadigam, the segmen-
tation point in the latter case being defined as the pointndunihich the harmonics
not contained within the formant regions began to loose théknsity; practically-
speaking, became lighter on the spectrogram (Peterson ehdté 1960:695-6).
This guideline was used by Peterson and Lehiste (1960) tcfgadly overcome
the problem of nasalized vowels. Particular care was es@nlcin ‘looking out’ for
such cases, particularly since the accent of those fromath@nhesburg area is often
characterized, in the general linguistic ‘folk-lore’ ammasét, as having a particularly
nasal quality. According to Stevens (1997:484), the mdsrgaacoustic cues for the
nazalization of a vowel include an increase in thebBndwidth and the appearance
of extra peaks in the spectrum, usually one in the 800 — 1,10@dduency range
and occasionally one below the first formant. The values foaré also shifted up
or down depending on the vowel in question (Stevens 1998.&ifice Peterson and
Lehiste (1960:695) also confess that the relative easewtliibh they were able to
segment the initial nasals might have had much to do withawenumber of syllable-
initial nasals requiring analysis, the use of the abovetioeed guideline in reverse

Frequency (Hz)

!

0
3.39529 3.92825

Time (S)

Figure 4.6: Spectrogram of the wolbdt showing creak and pre-aspiration
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(i.e. the point at which the non-formant harmoniicsreasein energy) was used as a
‘back-up’ for the segmentation of syllable-initial nasatswell.

Initial and Final Fricatives: i.e. initial and final/0.f,s,[,0,v,z,5/. There is, of course, no
final-/h/ in English.

The beginning of a vowel after an initial voiceless fricativas identified by Peterson
and Lehiste (1960:696) as “the onset of voicing in the regibthe first formant”
with a minumum in the intensity curve often providing an aiddial cue. The same
guidelines applied tgh/. With respect to initial voiced fricatives “the superimpds
noise usually ended abruptly”’(Peterson and Lehiste 1966:6).

The beginning of final voiceless fricatives were determibgdthe onset of noise,
“even though voicing in a few low harmonics continued for & feentiseconds in
most cases” (Peterson and Lehiste 1960:696—7). Accordifgterson and Lehiste
(1960:697) final voiced fricatives created particular peais. They explain as fol-
lows:

“In broad-band and narrow-band spectrograms, the trandigtween vowel and
consonant appeared rather gradual, but the onset of hégfaidncy energy in the
case of/z/ and/3/ provided a clear boundary on the intensity curves. The bound
aries preceding finglv/ and /3/ were recognized chiefly by the rapid decrease
of energy that could usually be detected on the intensityesir

The intensity contour across the vowel and following voifechtive was thus used
as the main basis on which segmentation took place.

Initial and final affricates: i.e. [f] and[dg]. Affricates were given, for segmentation pur-
poses, either fricative or plosive status depending onhenehey were initial or final.
Thus, by way of exampldif] was considered to be a fricative if initial and a plosive
if final.

Initial /w/ and /j/: Inthe case of an initialw/ three cues were employed. The first cue
related to a sudden increase in the frequency,ofthe region in which the slope of
the second formant acquired a positive value was consideedobundary” (Peterson
and Lehiste 1960:697). The second cue, which often accaegbdhis change in
F», but was relied on particularly when the following vowel hadow F,, was the
increase in energy in the harmonics not in the formant regyigkn increase in the
intensity contour was an additional cue drawn upon whenssacg.
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For initial /j/, a similar heuristic was used, with the change in harmortiensity
being focussed on when the main cue failed to provide a cleandary. This main
cue relates to the fact that the end ofjaordinarily involves a sharp ‘dip’ of the 4~
“before rising back to the third-formant position of the \afiv(Peterson and Lehiste
1960:697). The minimum of this ‘dip’ was considered to be bloeindary between
the /j/ and the following vowel. In the case of/§ following a plosive such agk/,
as incute the /j/ was generally fricated and thus dealt with in the same maaser
fricatives — see above

Initial and final /1/ and initial /r/: Initial /1/ and /r/ provided few problems, the first
being identified by the increase in the intensity of non-fanthharmonics from con-
sonant to vowel. Initial/r/ was often segmentable from the following vowel on a
similar basis, but the “the position at which the third fomhbegins to rise rapidly in
frequency in the broad-band spectrogram” (Peterson anibtech960:698) was the
most obvious cue. In the case 6f in post/t/ or post/d/ position, the latter was
also characterized as containing a degree of fricationpthsence of superimposed
noise (or more particularly its cessation) was thus an exhdit cue that could be
drawn upon.

In the case of fingll/ things were far trickier. In some cases the intensity cucvess
both vowel and following consonantal resonant assistegngihat there was often a
discernable difference in this respect between the two comts. With respect to
final-/1/ there were cases where “a frequency minimum or a relatiagydrrise in
the frequency of the third formant was sometimes presentasdused as the basis
of the segmentation” (Peterson and Lehiste 1960:698). bt nases, however, it was
necessary to resort to information relating to the pitcthefitowel and following'1/;

in particular the point at which the pitch reached its minama (usually) continued
at a relatively steady-state in thi&/ portion of the word was considered to be the
boundary between the vowel and the consonant. A spectrogfauch an example
is provided in Figure 4.7 on the following page.

As can be seen neither the,or the intensity contour provide much of a segmenta-
tion cue. There is a pitch minimum, however, as pointed ouhbyarrow.

°In this regard, it should also be noted that in SAf/“often strengthens tfy] before a high front vowel:
yield [yr:td]” (Bowerman 2004:940). As pointed out by an examiner of thests, however, Bowerman (2004)
is probably incorrect here, with a palatal fricative beingrenlikely i.e.[j].
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Figure 4.7: Spectrogram of the wopdll, with formant tracking, as well as amplitude and
pitch contours
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4.5.3 Measurement and Analysis Continued

Once the segmentation process had been completed, theteextas to tag those items
which required ‘manual’ intervention with respect to formaneasurement. These were
mostly cases where it was obvious from visual inspectiohttieautomatic formant tracker
provided inPr aat was mistaken. Once the relevant items had been manuallgdate
main script was resumed. The first step after the segmenthiitus was the creation of
a duplicateText Gri d, on a second tier, the interval boundaries of which werectlire
matched to those established during segmentation for tgmak Text Gri d on the first
tier. The script abel _from text fil e. praat wasthen called again, this time using
a. t xt file listing the lexical sets (KIT, GOOSE etc.) correspomgin the vowels of the
various words in the original word-list. The end-resuleréfore, was a properly segmented
sound file with both word and lexical-set labels.

The next step was the determination of the duration of eagrelovhich the script
does by simply subtracting, for each interval, the time effibst boundary from that of the
second. This duration is then used, more importantly, tabdish the various ‘points’ of
formant measurement i.e. a number of formant measurememnts taken for each vowel,
regardless of whether it has traditionally been consideredophthongal or diphthongal. It
was decided, furthermore, to institute a form of duratiommalization by using percentages
of duration rather than absolute time-steps (e.g. everylbsatonds). This was done
primarily in order to ensure that the number of data for eamhel was equivalent. Non-
equivalence would have created unnecessary problemstiar daalysis and plotting.

The time point of initial measurement (at the 15% cutoff ia tase of long monoph-
thongs and diphthongs and at the 25% cutoff in the case offatem A vowels) as well as
each 18" percentile after this point up to the final point of measurentegain 15% or 25%
‘in’ from the point of segmentation) was established, pdavj for 11 measurement points
per vowel. The method employed here simply ‘circumnavigjatee problem of establish-
ing the vowel target by establishing and plotting vowel gyeadcross a proportion of the
duration of the nucleus. There were, of course, no doubsoabkere the vowel target, de-
fined, for example, in terms of g r K, minimum or maximum for example, lay between
any two of the percentiles used. The degree of error causétidgventuality, though, is,
| believe, small enough to be discounted given the degreeeeblution’ offered by using
every 10 percentile; as opposed to, for example, taking quality mmessents at the 5
50" and 79" percentiles only, in which case valuable information migideed have been
lost.

Once the measurement points had been established, thetkerip'asked’Pr aat to
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conduct & or mant ( bur g) analysis on the whole sound file. The relevant algorithm first
resamples the sound file to twice thlkexi mum f or mant setting, which in this case was
set at 5500Hz, suitable for adult females. The default wafoe the rest of the settings
were also used i.e. the number of formants was 5, the (Gayssiadow length was 0.025
and pre-emphasis took place from 50Hz i.e. there was nompphasis at 50Hz, but from
then on 6dB were added for every octave. The algorithm thadwted an LPC-analysis
of the sound signal, deriving the relevant coefficients anlihsis of the algorithm origi-
nally provided by Burg (1978). As a result, formant valuest-F;) are extractable at any
given time value. However, the script written for this resbaextracted only the Fand
F» data at each measurement point and along with the time ofraaelsurement point, the
duration of the vowel as a whole, the word-name and lexicgmay of the vowel, stored
this information in a t xt file that could be opened tigxcel . OneExcel spreadsheet
per subject was created. Previously it was mentioned thatglthe process of segmenta-
tion, problematic cases had been tagged for later manuakicte It is at this point that
these problematic cases were dealt with, the relevant Melies in theexcel cells being
replaced with the manually-derived values.

Once the data for each subject had been extracted and, whegesary, manually re-
vised, a furthelPr aat script was run in order to provide the normalized values twhe
token for the subject in question. The normalization tegheiutilized in this research was
the vowel-extrinsic, formant intrinsic method proposedUmpanov (1971), a commonly-
used normalization technique in sociophonetic researche formula has already been
provided in§2.2.4.1. Following Labov (1994), and as discussed and defém§2.2.3, the
normalization procedure was conducted on raw Hz values.

As will become clearer later, the normalized values were eselusively for the com-
parison between the current data (derived from females}taicbf Webb (1983) (derived
from a male). In the case of the cross-accent comparisossu&hed irt4.6), raw unnor-
malized Hz values were used however, but only ‘female’ dadenfthe other accents was
employed as a basis of comparison. One of the reasons foogimgplunnormalized data
in the fashion was that according to Thomas and Kendall (2007 example, one of the
weaknesses of the Lobanov method, and other vowel extiesimiques, “is that it may be
impaired when different dialects or languages that shofemiht vowel systems are com-
pared”. The use of raw Hz values from subjefttsn the same gendes exemplified (and
defended) in, for example, Torgersen and Kerswill (2004).

Once the data had been subject to normalization it was readplétting. Various
plotting scripts were written, each with a different purpo$he details of the programming
are unimportant but it should be mentioned that all the vtk provided in Chapters 6 to
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9 are linear, following Labov (1994) again. As is the normagisphonetic research, the F
values are plotted on the y-axis (with the lower values ba@gon at the ‘top’) while the i
values are plotted on the x-axis with the lower values bag@mon the right. This renders
the plotsroughlyinterpretable in terms of the traditional IPA vowel chart tBe plots using
raw Hz values a =F, function is, following Labov (1991; 1994) plotted to proeid sense
of the extremities of the vowel space, at least in terms obtek periphery. In the case of
all the vowels, both traditionally monophthongal or dipgrigal, the script usedll the R
and k, values to plot the relevant vowel i.e. a line connects eadhetleven time points,
with an arrow being added onto the end-point in order to mtgi¢he direction of the glide
(the term ‘glide’ being used here in the broad sense of VISC).

4.6 The Broader Methodology of the Thesis

The acoustic analysis as described in the sections aboedsrie be considered as only
one component of the overall research reported on in thEgh©ne of the methodologi-

cal strengths of this research is that it brings togethdemift data sources for comparison
and it is this broader comparative analysis that | regardhashroader’ methodology and

the ultimate goal of the research, given that it is only tiglothe analysis of all these data
sources together that one can draw reasonable conclusimus e synchronic and di-

achronic status of the SAE vowel system. Apart from the alwionpressionistic research,
therefore, which is, particularly in its SAE-form, subjegtto a critical and thorough analy-
sis in Chapters 6 to 9, the research draws on two other soofeesusticdata as a basis for

comparison: Webb’s (1983) spontaneous-speech SAE g1 below) and data from a

variety of studies on other accents of Engli§h.6.2 below).

4.6.1 Webb’'s (1983) Acoustic Data

As far as | can ascertain, this thesis is the first to refer§eleb (1983). The work’s status,
or rather lack thereof, is perhaps attributable to the faat it is based on one interview
between the author and another scholar; the author’s owlediis thus the basis for anal-
ysis and description. It, however, forms a useful basis éongarison with the current data
not least because, unlike the current data, it is based antapeous speech from a male
over twenty years ago. Interestingly enough the researstcarducted under the direction
of William Labov and much emphasis is placed on potentidtdibetween the data and
Labov’s principles and patterns of chain-shifting as owtti in§2.3.2 andg2.3.2.1. More
detail regarding this particular study is providect511.3.
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4.6.2 Acoustic Data from Other Accents of English

What follows is a brief description of the acoustic data drévom research on other rel-
evant accents of English. In all cases female-subject dataexcept in two cases, only
citation-form data have been used.

Deterding’s (1990) RP data: i.e. as reported on in Deterding (1997) and Cruttenden (2001
Citation-form and connected-speech data for all the simstels is provided. Both
sets of data have been utilized, but, of course, only formaluies relating to female
subjects. According to Cruttenden (2001:100), the citafarm data was taken from
8 females, while the connected-speech data was taken frdemidles. According to
this author, with respect to the citation-form data “one dagrshowed slight London
influence [while in the case of the connected-speech datpeaker showed similar
influence from the north of England” (Cruttenden 2001:10¢;parenthesis).

Cruttenden’s (2001) RP data: Relating solely to (some of the) English diphthongs, in
citation form. The subject pool here was limited, with orllyee females having
been recorded, one of which showed “influence from the Lorrégion” (Crutten-
den 2001:101)

Torgersen and Kerswill's (2004) Ashford data: i.e. focussing on the SECS-Shi(14).
Note that these values appear to constitute a combinatiaroaf-list and “continu-
ous interview speech” data. Two data sets have been utifaedomparative pur-
poses: the data from older female speakers (in the 70s apcud@slata from female
speakers 14-15 years of age. If, as hypothesized, SoutteAdhiows a ‘conservative’
implementation of the SECS-Shift due to colonial lag, tHen$AE data for the short
vowels should be closer to the older speakers and behindbtimggr speakers.

Butcher’s (n.d.) Ausk data: More particularly from South Australia (Adelaide). Theaat
was derived from 92 young female students, and was producéduvid/ word-list
form. “Three tokens of each vowel were read from randomiistsl'l(Butcher n.d.:450).
All the short and long monophthongs were included in theysaglwell as the upg-
liding diphthongs (both front and back).

Cox’s (2006) AusE data: Focussed on the speech of adolescents from Sydney. 60 males
and 60 females were recorded as part of the study, with alisvbeing recorded in
/hvd/ context. Only the female data has been ‘mined’ for @negurposes. “No
examples of Broad or Cultivated speakers could be founddrsthject pool” (Cox
2006:152); thus all were speakers of General ‘standardEAus
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Watson, Harrington and Evans’s (1998) AusE data:the formant details are actually pro-
vided in Easton and Bauer (2000); the data was taken “fromsolated word materi-
als ...we used speakers from the 18—-30 years range . . . theec?d female speakers
... their accent types were evenly distributed across thaédent continuum” (Wat-
son, Harrington and Evans 1998:188). These authors only taéens in /hvd/ or
/hV/ contexts (Watson, Harrington and Evans 1998:189).

Watson, Harrington and Evans'’s (1998) NZE data: formant values are provided in Eas-
ton and Bauer (2000). The data relates to 10 female NZE spedketween 16 and
33 years old. Most (8) subjects had had a tertiary-level &filue. Although, “most
of the speakers were students of the University of Otago”t§drfg Harrington and
Evans 1998:188) they originated from all over New Zealane @ata used in Wat-
son, Harrington and Evans (1998) was citation-form.

Easton and Bauer’s (2000) NZE data:Based on word-list data. Although a far greater
number of speakers were recorded, in this thesis only treeatdiiected from five (5)
“middle-class Pakeha womel?"(Easton and Bauer 2000:94) between the ages of 15
and 19 was utilized, for obvious reasons.

Palethorpe and Cox’s (2003) AusE data:focussed on the effect of final/ on preceding
vowel quality. The data was collected in word-list style,/vd/, /hV/ and /hVI/
contexts, from 15 young female speakers. Data for a singletavas established in
the case of monophthongs and, with a number of exceptiongwintargets in the
case of diphthongs. The formant trajectories across betkdtvel and the following
/1/ are also illustrated.

Flemming and Johnson’s (2007) weak-vowel datafocussed on weak-vowel data from
non-southern American English accents. The data is baseihernstudent female
subjects.

4.7 Conclusion

This chapter has focussed, §a.2 through t4.5, on methodological issues related to the
acoustic-analysis component of the researchgdli it provides a defense of the various
controls that guided the selection of subjects for the aomamalysis, focussing respec-
tively, on race/ethnicity, gender, social class, age amtk.stParticularly in the case of

1%The term ‘Pakeha’ refers to New Zealand individuals of Eesnpdescent (Easton and Bauer 2000:94).
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gender §4.2.2) and social-clas§4.2.3), the variationist literature is drawn upon as part of
this defence and in the case of the relationship betweeatiariin SAE and social-class,
various sources are drawn upon to create a particularlyhSifuican focus on this issue.

The chapter then moves on,§a.3, to provide additional demographic data concerning
the subjects of the acoustic analysis, as well as a briehdefef drawing on subjects from
more than one region.

Section 4.5 is, on the other hand, focussed on the measuramganalysis procedures,
providing much attention to the issue of segmentati@hy.2), but also providing detail on
the formant measurement, plotting and normalization pioces utilized.

Lastly, in §4.6, emphasis is placed on the ‘broader’ methodology oftikeis and, in
particular, on the fact that the acoustic analysis formy amle component of a broader
comparative analysis which begins, effectively, in thédfelng chapter.
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CHAPTER B

Introducing the SAEP Literature

“The first step for a well-trained investigator is to searohdny previous study that
bears on the subject under investigation” (Labov 1994:74).

5.1 Introduction

As mentioned in the conclusion to the previous chapter, thestic-analysis component of
this research is to be viewed as only one aspect of a broadgparative analysis of SAE
vowel quality. As stressed at various points in this thesigther component is a critical
analysis of the existing SAE literature. While much of thiglysis is contained in Chapters
6 to 9, on a vowel-by-vowel basis, the various approachesjnagtions and data sources
subsumed or drawn upon in said literature requires a relgthrief overview. The various
differences between the studies covered in this chaptet teebe kept in mind when the
vowel-by-vowel analysis is provided in the following founapters, and where particularly
relevant to the discussion these differences will be adudeagain.

The literature on SAEP can be subdivided into a number oforessy-clear stages.
Naturally, these are not completely clear-cut categomesteave simply been employed for
ease of exposition. They are as follows:

1. An early stage, represented by the work of Hopwood, HoapdrBreckwoldt, and
as reviewed ir35.1.1.

2. The work of Lanham and his co-workers; dealt witlnl.2.
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3. The acoustic analysis provided by Webb (1983), whichoaldi limited in various
ways, will provide an important basis for comparison indatieapters. This is dealt
with in §5.1.3.

4. The work of Lass and colleagues, as reviewegbid .4.

5. Other, generally recent work, focussed on SAE, includlifedjs (1982), Jeffery (1982),
Bailey (1984), Taylor (1991), Mesthrie (1993), Branfor®9#), Bowerman (2004)
and Da Silva (2007). This is covered§h.1.5.

5.1.1 Hopwood, Hooper and Breckwoldt

Hopwood (1928; 1952; 1961)the earliest, seriously linguistic attempt to describe 8AE
is Hopwood (1928). This document requires careful readsiigge the author, in
places, conflates both L1 and L2 (specifically Afrikaans Eiglaccents under the
rubric ‘South African English Pronunciation’. Thus, forample, he claims that
SAEP [0ggks] for thanks“exhibits a substitution of the nearest sounding Afrikaans
speech positior, for an unpronounceable English positi@ah (Hopwood 1928:vi).
Later, however, with reference to MOUTH, he distinguishesneen Afrikaans En-
glish (AE) speakers who retract the first element of this tiphg to[a] and other,
presumably L1, speakers of SAE who front this element: “defina Cockney E.
characteristic” (Hopwood 1928:5). In general, the valugsryfor SAEP pronuncia-
tion are those which were “common [at the time] to the speéanmyfive boys in their
'teens, chosen at random from any Primary School in the Uniol will make no
difference whether their mother tongue is English or Afaks, or what their parent-
age is, provided they learned to speak English in South &frfelopwood 1928:7;
my parenthesis). The values provided by this author for SAER consequently,
fairly Broad ones. The same, in fact, applies to a much lattak by the same au-
thor: Hopwood (1961) mentions, for SAEP, the devoicing ofdviinal consonants
(cupfor cub), epenthetic schwa ifilm ([folom]) and ‘ees’ fornis, all of which are rep-
resentative of extremely Broad if not AE, while the valuegphavides for ‘Standard
English’ strike one as rather conservative. This somewtiagervative (and prescrip-
tivist) approach is also evident in Hopwood (1952), in whiblke author produces
such gems as “the vowel-sounds represented by the digfiepatlings ‘meelk’ and
‘mulk’ are un-Englishpronunciations of the word ‘milk” (Hopwood 1952:8; my
emphasis). From this article it is apparent that Professpwidod received his M.A.
from Oxford, a fact whictperhapsexplains some of his transcriptions for ‘Standard
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English’. It should also be noted that Hopwood’s (1928) sghaldliffer in certain
important respects from those of the moderniPA

1. The[a] symbol is described as low and middle (Hopwood 1928:89),reds
[a] in modern terms would be a fully-back vowel. Hopwood's (1pda8&vould
thus be best translated into the modgr

2. ‘Standard English’ FLEECE and GOOSE are narrowly trahedras.i’j and
+urw respectivelyj andw relate to the “second element [of] the vowel” (Hop-
wood 1928:89; my parenthesis). The grave accent is usedeiootd slack-
ness in a vowel” (Hopwood 1928:84). The more modern, althaamewhat
broader, transcriptiond:] and[u:] have generally been settled on. Where nec-
essary, the distinction between Hopwood'’s (192&)di will be maintained by
contrasting[i] with [i] with the former indicating a slightly less than cardinal
position.

3. Hopwood (1928) uses a turnedymbol (i.e. upside dowi) to refer to the
sound occurring in Afrikaans words suchwas. As he admits, “it is not found
among the symbols of the Phonetic Association. It is real§’ (Hopwood
1928:86; footnote 3). While this has some relevance to theudsion of the
SAE KIT vowel in Chapter 7, no attempt will be made to providenadern
equivalent. Needless to say it is a quality that is somewdiaed and fronted
from a centralisedle] position.

Hooper (1945): this is the first study to attempt to “establish more acclyaby statistical
methods, the actual spread of variant pronunciations ofi&niy South Africa”. The
author provides correspondences between a number ofdtigand sociolinguistic
variables. The former include MOUTH, CHOICE, FACE, BATH aKdIT, while
the latter include gender, age and (broadly defined) claks. study was limited to
Transvaa English-medium high-schools.

Hooper (1951; 1952): Hooper (1951) is focussed on the broader socio-politidal @bEn-
glish in South Africa, particularlyis-a-vis Afrikaans. The author advocates a local
standard and emphasizes “the strong and increasing infugihéAfrikaans on the
English of those born and brought up in South Africa, not anlyocabulary, but in

See Figure 5.1 on the next page for a copy of Hopwood’s (19@&gi/chart.

2The term ‘Transvaal’ refers to a pre-1994 province and areiiwwould include the current Northern
Province, North-West Province, Mpumalanga as well as Gautesee Figure 4.3 on page 121 for a map of
South Africa.
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Chart of the English Vowels

Mouth Tongue
Front  Mixed Central Mixed Back
HIGH o oricl (4i-[w]) ... tenser.
Close il I 1 (i ) .o slack.
Half |
-close { (6 (0f[v]) .... slack,
Middle = 2
Half [ 48 E 431 <o BEBSREE
-open | T @ A 3[:]D) veen Slack, IE
a (B
Open (£p:) .... tenser. |
LOW { af1] rafu] qa : (4o oo slack. |

( ) round brackets in the above chart denote that the enclosed vowel
is lip-rounded, and ( denotes semi-rounding. Below alternative pro-
nunciations are in ().

[ 1 square brackets enclose an off-glide or second element to the vowel
or diphthong respectively.

Differenves from positions of IJAssociation Phon. Internationale :
('ardinal a is Low Central iti above chart, not Low Back. E. A is nearer
the middle of the mouth, not Half-open Back. K. 3: is fronted Half-
open central.

a is nsed to denote the now widespread pronunciation of -er finally
in a lower position than neutral 3, but not so low as the spelling pro-
nunciation -ak ; ey. E. father 'fa : 5a.

Fi-j  seem si-jm, 4i-w soon siltwn,

i it 1t, v good gud,

i pity 'piti, ii July jii'lar,

~E said s&d, é travel 'tzzevél (or) 'tamv(a)l,
+E1 say SEr oU  nonou, 8 opinion 6'pimran,
2 better 'bgte or 'beta, ALE-9 air E-9,

® bad bee(-)d, @ abstainer @2b'steina,

3 sir 53:, A love lav,

91 boy bdr, v} sonorous si'nop: 198,

D: all b:l, D  on pn,

a1 1 ar, Fau how hau,

a: father, farther 'fa:%e or 'fa:5".

Figure 5.1: Hopwood’s ‘Chart of the English Vowels’
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idiom and pronunciation” (Hooper 1951:82). A similar t@ace for SAER/is-a-vis
an English standard is displayed in Hooper (1952).

Breckwoldt (1961): this author is completely sold on the Afrikaans influence éiicSHe
summarizes by claiming that “South African English vowelsshow the following
characteristics:

1. Diversification (through contact with the Afrikaans lalage);

2. "Positional raising” (Breckwoldt 1961:12)

Some of the values he provides are extremely surprising (afikely); even in the
most extreme SAE. So, for examplanibrelo > cemborels” (Breckwoldt 1961:7) for
umbrella The exact source of Breckwoldt's (1961) data is unclear.

5.1.2 Lanham, Traill and MacDonald

Lanham and Traill (1962): these authors are focussed on providing a phonetic descrip-
tion of what they term ‘South African Received Pronunciat(®ARP)’ which they
define as “‘educated English’ — the ‘prestige dialect’ asdaithe English commu-
nity in South Africa is concerned”. The authors’ descriptiof their subjects is also
pertinent:

“The SARP group was identified according to occupation @ssional men and
women, managers etc.) arducation (‘private’ schools and/or universityAll
were South African born mother—tongue speakers of Engtisin funilingual
homes. Children of SARP parents down to the age of 18 wereded” (Lanham
and Traill 1962:6; my emphasis).

Interestingly, the authors find it necessary, based on ttterpa of pronunciation of
their subjects, to divide SARP into two systems: SARP ‘A’ 84RP ‘B’ (Lanham

and Traill 1962:7), the first system closely approximatimg RP of the time, with the
second system showing more distinct features of SAEP. Itapbis their observa-
tion that “the great majority of younger people are distidloliover the SARP ‘B’ end
of the spectrum ... [and] many young people investigateddiweearly outside the
SARP group” (Lanham and Traill 1962:7; my parenthesis). ébalty, however, few
women fell outside the SARP group. Lanham and Traill (196R&so claim that
“the more exclusive private schools whose pupils a germrao were identified by
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their near-British-English pronunciations, to-day presaverwhelmingly SAE pat-
terns of pronunciation”.

Loosely—speaking, Lanham and Traill's (1962) SARP ‘A edyiis equivalent to Cul-
SAE, while SARP ‘B’ is GenSAE (GenSAE of the time, of course).

Lanham and Traill (1962:8) provide their own vowel “grid”capy of which is pro-
vided in Figure 5.2. Some of the phonetic values utilizedantam and Traill (1962)
are of such a precise nature that the modern IPA symbol4stetriiational Phonetic
Association 1999) is not quite suited for their represemtatin the following chap-
ters, the closet IPA equivalents have in all cases beengedyas well as the original
symbols offered by Lanham and Traill (1962).

Figure 5.2: Lanham and Traill's (1962) Vowel Grid

The following explanation from Lanham and Traill (1962:8+9relevant:

“Seven tongue heights and seven points along the frontattk$cale are recog-
nized. These intersect to give 45 points of vowel articalati.. An even finer

grid is necessary at times, however, gntt/6! and[£]°V/%?, for example, are
points of articulation respectively somewhat lower, anddoand more central
than ‘Cardinal’[¢]. In such cases the highest, nearest phonetic symbol and the
appropriate number are used for identification. The dinmssitense : lax’ and
‘closely rounded : unrounded' are unrepresented on the char
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Typographical limitations prevent a distinction being radzetween centrdk]
and centra[i] and both are represented fiy. Similarly central[v] and central
[u] are both represented ljif], and [a] represents vowels at two different levels
in the low back position”.

Lanham (19647?): this work is a relatively light excursus into the history aswtial role
of SAE. On a phonetic level it deals with some of the most obsiballmarks of
SAEP e.g. KIT centralization, glide-weakening, a raisedd3S vowel and vowel-
retraction beforg/1/.

Lanham (1965): this work is focussed on providing a prediction of change AESB i.e.
how SAEP will ‘look like’ in 2065 A.D. Thus Lanham (1965:91)qvides the fol-
lowing general predictions:

1. “Loss of diphthongs and the rise of long vowels ... lengttappears to be ex-
tending its function at the expense of diphthongs” (Lanh&65191). Thus
SAE is meant to be undergoing an increasing monophthongjizaf its (his-
torical) diphthongs and an increasing reliance on lengthal The vowels fo-
cussed on by Lanham (1965) are the PRICE, GOAT, NEAR, CUREJARE,
THOUGHT, BATH and (to a lesser extent) the MOUTH vowel. Théyaiph-
thongs that appear to be retaining their status are FACE &@ICE.

2. The continued influence of ‘finaft/ on preceding vowels in the sense of low-
ering and retracting these vowels as well as neutraliziegitin certain cases.

3. The reduction of “the 7 short simple stressed vowels of[5.£0 6” (Lanham
1965:93). In other words the values of KIT will be in perfeongplementation
— see Chapter 7 for more on this matter.

4. The continued raising of the KIN vowel (or, alternativelyt, the fronted, raised
allophone of the KIT vowel), DRESS and TRAP vowels: “pregaemeissures are
certainly in the direction of raising all 3 front vowels”.

Lanham (1967): this is very much an extension of Lanham and Traill (1962. while
Lanham and Traill (1962) focus on SARP, Lanham (1967) exddahd description
to SAE more generally. Again, the author provides his ownelogvid, provided in
Figure 5.3 on the following page.

The above grid is identical to that of Lanham and Traill (1962cept with respect
to blocks 23, 24 and 25 in which the symb¢i$ and [ii] have been replaced with
the more commonsensichl and[]. Degree or lack of rounding is not indicated

147



on the above chart and, unless otherwise indicated, fromelgoare assumed to be
unrounded and back vowels rounded. The only extra symbal indeanham (1967)
is[a], the unrounded version @] (Lanham 1967:4). Lanham (1967:8) also provides
the following values for Daniel Jones’ primary cardinal \eis:

1. [i]*
2. [e]?*
3. [e]*!
4. [a]™
5. [a]®®
6. [0]°®
7. [0]%
8

. [11] 17

All of the above is unsurprising bar cardinal no. 5 which hessa-than-fully periph-
eral value. According to Lanham (1967:113), “a lower positthan that given on

Digdgram ]

Figure 5.3: Lanham’s (1967) Vowel Grid
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the record is possible i.da]”® is a more open vocoid than that produced by Daniel
Jones”.

An important feature of this text is the inclusion of a phandescription of the RP of
the time which “differs at a limited number of points frommstiard descriptions such
as those of Jones and Ward because (a) it refers to presepiraaunciation, and
(b) the possibility that certain allophones as describedhbyn were not in fact the
prevailing norms at the time” (Lanham 1967:114). An impotteomponent of this
description of RP is that of the KIT vowel, from which it becesnclear that the so-
called KIN-PIN split (as gophonemicsplit) is seen, by this author, as having its basis
in RP, and that, in fact, SAEP is characterized by the deilwf what is phonemic
in RP into what it purely allophonic in SAEP. It is also impamt to note, that in
Lanham (1967), the author generally divides SAEP into extreand conservative
varieties. The later would cover what we would now call CutSwhile the former
would relate to both GenSAE and BrSAE.

Lanham (1978), Lanham and Macdonald (1979):Lanham (1978) constitutes, in essence,
a precursor to (and, barring a few details, is ‘containejlli@nham and Macdonald
(1979). The descriptions of the latter work are of particulelevance to this re-
search given that their analysis is focussed particulartjpomal speech (Lanham and
Macdonald 1979:30) and thus standard varieties of SAE. @peitant difference,
however, is that the authors exclude “the reading of wastd-lfrom the analysis of
style-shifting” (Lanham and Macdonald 1979:33). More gatlg these authors are
focussed on making connections between variation in SAERt@ broader social
history of South Africa. As highlighted, however, in Jeffél982:251; my parenthe-
sis), while Lanham and Macdonald (1979) are often focussespeculating about
the British or Afrikaans origins of certain SAE features, @akness of the study is a
lack of consideration of sound-change, particularly thafsen endogenous systemic
nature: “itis only [Labov’s] synchronic work in New York Githat L&M draw on, in
spite of their historical stance. What they have done inifatt blend social history
with sociolinguistics in the manner of Labov’'s work on Math Vineyard, though
without his particular interest in sound-change”.

Lanham (1982) constitutes a general overview of the soystes of SAE (con-
ceived broadly).

%i.e. as including varieties other than ‘white’ SAE.
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5.1.3 Webb

Webb (1983) is the first and only other attempt to apply aéotsthniques to the analysis
of the SAE vowel system. The methodology employed by WebB3f18as one advantage
in that it focusses on relatively spontaneous speech. Ouaaside it analyzes the speech
of only one subject (the author) and only provides data f& t®kens, “generally about 10
tokens per class” (Webb 1983:136). Where relevant, vou@blabny is taken into account.
The author, in a footnote, admits to being Afrikaans-spagakMWebb 1983:161; footnote
8), although it is unclear what effect on the English spokgrtHe author this is meant
to imply. Earlier on, though, the author mentions that “Ni&aglish ...is the variety of
English acquired by the author” (Webb 1983:154)

In Figure 5.4 on the next page, Webb’'s (1983) short vowel® timen plotted, while
in Figure 5.5 on page 152 the long monophthongs and diphthbage been providédIn
order to aid later comparison with the data collected asg#dhis research, the values have
been subjected to Lobanov normalization (§8e2.4.1). Normalization was particularly
necessary given that, as a male, Webb’s vocal-tract would,ha all likelihood, been
larger on average than those of the present subjects. Aredlaptation of the data involves
Webb'’s (1983) procedure for determining allophony in theadae. in Webb (1983) tokens
are grouped in terms of phonetic similarity based on fornvahtes rather than in terms of
the expected allophony as derived from the existing liteeat Thus, unlike the case in the
present research, tokens were not assigned aa @ori basis to allophonic groups, but
were essentially allowed to ‘assign themselves’. Thus, by of example, thgive token
was ‘assigned’ to the centralized KIT allophone based ofoitmant values (F= 453Hz;

F» = 1584Hz), not on the basis of it having a velar context. Batdtpdures appear equally
valid. The procedure followed in the current research isi$sed on testing whether the
allophony proposed by the existing literature is confirmgdhe acoustic data, whereas the
procedure employed by Webb (1983) seeks to determine aligpinductively i.e. from the
‘bottom-up’. The latter method does, however, run the riskoorrectly assigning a token
to an allophonic grouping on the basis of incorrect formaaiad Formant measurement is
notoriously prone to error in measurement. The advantagepoiri assignment is that it
at least alerts the researcher to possible sources of egraf enly one token fails to fit the
overall picture then the possibility of measurement errihwespect to this token needs

“Webb (2008) provides the following description: “my lingtic biography is: am Afrikaans-speaking,
however, went to English-schools from day 1 (in Pieterrahritg) and to university (also in Pmburg). Taught
linguistics in English from 1975 to the present. So | am Natglthus, | suppose, my accent.”

SFLEECE before finall/ does not appear in this graph because it is ‘hidden behieditimarked allophone
of this vowel.
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F1/ Normalized

.
e

Webb 1983: Part-System A

=)

e

Sf)0e

lot

2 1 0 -1 -2
F2/ Normalized

Figure 5.4: The short, lax vowels of Webb (1983); Part-Syste
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F1/ Normalized

Webb 1983: Part-Systems B-D

2 1 0 -1 -2
F2/ Normalized

Figure 5.5: Webb'’s (1983) Long Vowels and Diphthongs
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to at least be entertained. In conclusion, it was decidadpdioposes of comparability, to
recalculate Webb’s (1983) means and standard deviatiomiseobasis of the mentione
priori basis of assignment.

5.1.4 Lass and Wright

Lass and Wright (1985) and Lass and Wright (1986) are maihitglevance to the discus-
sion of the SAE KIT vowel and will be dealt with in more detailChapter 7.

Lass (1990) has a general focus on “the upper socioecondraiars of . . . White native
speakers” (Lass 1990:283; footnote 2) and a more specifionalgfocus on “one local
but (intuitively) highly typical standard SAE variety: Rextable (=(Upper)Middle Class)
White Cape TowrEnglish” (Lass 1990:272; my emphasis). It should also bedthtat the
description of this variety provided in Lass (1990) is thatrmle and female speakers, at
the time “between the ages of 33 and 46” (Lass 1990:284; &weti) i.e. born roughly
between 1944 and 1957. The subjects used in the presentwgtudg not have been born
earlier than 1985. One ‘problem’ with this article, howeuerthat it is not always clear
whether the descriptions of the various vowels are mearg &xblusively ‘Cape Townian’
or reflective of GenSAE as a whole.

Lass (2002) is, apart from some minor inconsequential ldethe same article as Lass
(1995) and will, therefore, not be referred to any longere Téader is, in fact, encouraged
to use Lass (1995) rather than Lass (2002) since the latsea hamber of rather irritating
errata. Both constitute general overviews of SAE, as doss [(2004).

5.1.5 Other Works on SAE

Wells (1982), Mesthrie (1993), Branford (1994) and Boweanni2004) all provide broad
overviews of SAEP. Bailey (1984) isolates some (potenfaiiteresting features of SAEP
some of which have already been touched on in previous alsapiéghe same applies to
Jeffery (1982), which also provides a review of Lanham andcddaald (1979). Since
Taylor (1991) is focussed exclusively on the KIT vowel, mdegails regarding this study
will be provided in Chapter 7.

Da Silva (2007) follows Horvath (1985) in using Principal ri@oonents Analysis to
isolate two lects used by students at the University of thievdtersrand in Johannesburg.
While it is clear that ethnicity or race can no longer be emgtbas an absolute predictor of
accent, it is equally clear that Da Silva’s (2007) lect 1 is an oveelvhingly ‘white’ accent.

It most respects its features resonate with the previousdssipnistic literature. While, in

8Although, if truth be told, it never could.
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the final analysis, the main interest of Da Silva’s (2007dgtlies in its description and
delimitation of the so-called ‘lect 2’, used mostly by ‘bkaspeakers, a number of inter-
esting observations relating to lect 1 are made. Amongstrstlithese include observations
regarding the potential influence of lect 2 on lect 1, palédy in terms of the spread of
American-like variants. The main weakness of this studyésuse of impressionistic as
opposed to instrumentally-derived data.

5.2 Conclusion

This chapter has provided a brief sketch of the main foci hodblogies, assumptions and
transcription methods used in the various sources on SAERoMted out in the intro-
duction, these differences need to be kept in mind in thevielig four chapters, which,
collectively, provide a vowel-by-vowel comparative andical analysis of vowel quality in
SAE, with a focus both on its synchronic status and diackrdeizelopment.
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CHAPTER O

Labov’s (1994) Patterns 1 and 4

“There are two basic approaches to the problem of accumglagial-time data. The
simplest and most efficient is to search the literature dgakith the community in
guestion and to compare earlier findings with current onesb¢v 1994:73).

6.1 Introduction

This chapter begins the vowel-by-vowel analysis of SAEPsthessed at numerous points
in previous chapters, the emphasis of this analysis is tghingether a range of different
data in order to position SAEP vowel quality synchronicatliachronically and in terms
of a number of descriptive and theoretical frameworks. Thigpter begins by focussing
on most of the vowels which are the primary ‘focus’ of Labof#994) Pattern Extension
and Pattern 4 chain-shifts, as outlinedsih3.2.1 i.e. MOUTH, PRICE, CHOICE6.2)
with respect to the Pattern 1 extension, and TRA®J), FACE, DRESS and FLEECE
(§6.4) with respect to Pattern 4. Given the extensive treat{€h has received in the
impressionistic SAE literature this vowel is dealt with hetseparate Chapter 7.

6.2 MOUTH, PRICE and CHOICE (MPC)

As described i82.3.2.1 ang3.4.1, the diphthongization and the laxing and loweringhef t
nuclei of ME u and 1 is an essential feature of the GVS and ETgeneral. A tensing,
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fronting (and raising) of MOUTH along with a tensing, badakitand raising) of PRICE
along the front and the back peripheral tracks respectieely by way of the Lower Exit
Principle and Principle 1, is a common extension of the GV& keabov’s (1994) Pattern 1,
also known as the PRICE-MOUTH Crossover. A less dramaticeiifivolves the lowering
(and tensing) of the nuclei of both MOUTH and PRICE onto thepgberal track so that
they jointly become the most open vowels of the system, bthiout the PRICE-MOUTH
Crossover.

However, PRICE backing and raising is also seen by Labov4}L88 central to a Pat-
tern 4 movement i.e. one of the patterns constituting thattsan Shift’. In this case itis
viewed as a reaction to the laxing and lowering of the nuctdWSACE, and another option
for PRICE is fronting and monophthongization (see Figue8zn page 61). The differ-
ence between the Pattern 1 PRICE movement and the PatteakddoBRICE movement
appears, therefore, to be that in the former PRICE is viewwedaving independently while
in the later it is a ‘knock-on’ effect of the lowering of FAClB@& FLEECE. In both cases a
potential side-effect of the backing and raising of PRICHhé&sraising of CHOICE.

Given that SAE is considered to be participating in the Sewtishift it might, therefore,
appear odd to include SAE PRICE under Labov’s (1994) Patiexiension and not Pattern
4, particularly given that there is extensive evidence ggest that SAE does not retain
conservative values of FACE and GOAT, particularly in Breadccents. Although this last
comment will be seen to require a degree of qualification,.enmaportantly, and as already
mentioned ing2.3.2.1, the movement of PRICE to the back periphery in bo¢hRattern
1 extension and the Pattern 4 movement raises the questiethevhPattern 4 should not
simply be viewed as an extension of Pattern 1, as is implidibine in, for example, Wells’
(1982) notion of Diphthong Shift, which also convenientipks’ the fronting and raising of
MOUTH with Pattern 3 developments (see Chapter 8). It was dded, in52.3.2.1, that,
under this Diphthong Shift conception, the backing of PRI&t fronting of MOUTH
constitute the initiating moves of the shift (i.e. not FACE®OAT), a view which appears
to be supported by historical facts (Trudgill 2004:50).

Thus, while it is clear that Labov (1994) in a sense requirelisanction between a
Pattern 1 extension and a Pattern 4 movement to distinguiste taccents of English which
show a PRICE-MOUTH Crossover but no movement of FACE or GOABm those ac-
cents which show a PRICE-MOUTH Crossover &isba lowered FACE and GOAT from
the viewpoint of the Diphthong Shift ‘thesis’, the distifmrt between a Pattern 1 extension

!Like New York English.
2As well as, potentially, a diphthongized FLEECE and GOOSHesSE are, of course, the archetypal char-
acteristics of Southern Shift Englishes like that of thetBetn USA or Australia.

156



and a Pattern 4 movement is purely arbitrary and is thusegpkere mainly as a convenient
mechanism by which to divide the various vowels up into maabte ‘chunks’.

Two substantiveconsequences of the adoption of the Diphthong Shift ‘thegithese
various vowel movements is, however, that, firstly, the nmosets of PRICE and MOUTH
are seen to initiate the shift and, secondly, in line with ommts by Trudgill (2004), that
a fronted (monophthongised) PRICE vowel is not viewed as giathis shift, unlike in
Labov’s (1994) Pattern 4, in which this movement is viewedaslternative to PRICE-
backing and as an integral part of the pattern as a whole.mpkdations of these assump-
tions should become clearer as the section proceeds.

6.2.1 MPC: Other Accents of English

Received Pronunciation: beginning with RP MOUTH, Lanham (1967:41) claims an un-
rounded[a]”3{[e]} for the first element and a lip-round¢ad]3¢{[6]} for the end of
the off-glide: [e5]. Lanham (1967:39) gives “a position further backl&t'*” for
what he refers to as “affected “Oxford English” often reéetto as “advanced RP™
(Lanham 1967:29-38) but a quick glance at Figure 5.3 on page 148 will convince
the reader that there is no such possibility; Lanham (19673]l likelihood, meant
[a]”#{[d]} i.e. a slightly more retracted starting point than for Gah&P. This is,
however, in contrast with Wells (1982:281; 292), who claEn®lativelyfront start-
ing point for MOUTH in his U-RP, although | suspect this is me# reflect an older
valué*. Aside from these slight discrepancies, what does appds ttear is that for
RP as a whole the starting-point of MOUTH has undergone agssoof retraction.
In mainstream RP, there is a reasonably large degree otieariaith values rang-
ing from a retracted cardinal 4 to an almost fully-back caatlb. Furthermore, for
RP in general, “the starting point ghs/ is never fronter than the starting point of
Ja1/” (Wells 1982:292) i.e. there is no PRICE-MOUTH Crossoveell$/(1982) also
claims a tendency toward unrounding on the glide (for bothtM® and PRICE),

3As already mentioned i§65.1.2, this author notes various discrepancies betweeamhaiysis of RP and the
more standard ones. This perhaps accounts for some of feeedifes between Lanham’s (1967) account of
RP and those of other authors reviewed.

“Wells (1982:279-80) contrast$-RP (upper-crust RP) wittMainstream RP (equivalent to what is also
known asGeneral RP). This author view€onservative RPandAdvanced RPas, for all intents and purposes,
two chronological variants (older and younger respeatjvef U-RP. According to Wells (1982:280-1), “the
term Oxford English, sometimes encountered, is best addigeause of its vagueness: although it may refer
to a form of RP ‘in which certain tendencies are (sometimésceddly) exaggeratedGhambers twentieth
century dictionaryl972) —i.e. perhaps to U-RP — it has also been used to refembate narrowly to the don
stereotype and more widely to RP in general”. It is clear giothat Lanham (1967) is not using the term in
the latter sense.
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and “there is now one variant g/ were the second element is not only unrounded
but also fronted([i]; this is heard by many g&ui/ ... [leading to] ...claims that the
upper classes are ‘ite and abite dine tine™ (Wells 1982)292

Cruttenden (2001:137) generally concurs with the abovéysisamentioning a large
degree of latitude in terms of the placement of the nucletswd®n C[4] and C[5]
adding that “for many speakers, the first elemenyaj and /as/ may in fact be
identical” (Cruttenden 2001:137) and, like Lanham (19&$0 mentions, with re-
spect to the glide, that “the tongue may not be raised hidtar the close-mid level,
i.e. [6]"; the lips are only weakly rounded. Like Lanham (1967) amchtra Wells
(1982), Cruttenden (2001) gives his Refined®RFRmore retracted value “sometimes
reaching C{]” and often with glide-weakening and loss of lip-roundirgatling to
near homonymy between, for exampleyud andlard. Said retraction is viewed by
Cruttenden (2001) as a reaction to the fronted values sactaaustic of Cockney
(see below).

For RP PRICE, Lanham (1967:41) claims a value[if? to 3 {[4 ~ e]} for the
nucleus (thus slightly fronter than MOUTH — see above) andlaerof [E]“z{[g]}

for the end of the glide[ad§ ~ ef]. The author also claims that the glide is never
lost. A more retracted variant is given for this author’s @xf English, in contrast
again with Wells (1982:281) who gives a fronter startingnpdor U-RP (who again
is, in all likelihood, referring to an older variant). Wel[$982:292) emphasizes the
great degree of variability in RP PRICE, but claims that &,Ha general, undergone
a process of retraction:

“Older textbooks sometimes explained the quality of caabih [a], by identi-
fying it with the first element of RFai/; but so front a quality is now unusual
... mainstream RP currently embraces a range from retrécietl[a] to an ad-
vanced backa]”.

Cruttenden (2001:131-2) generally confirms this varigbiind, for General RP,
gives values as front gsei] (often for those who have a close FACE vowel) and
with a nucleus as back as a retracfefor fronted[a] (often for those with a lower
FACE vowel). This author claims that, as far as the glide isceoned, “the tongue
is not usually raised to a level closer thgij]” (Cruttenden 2001:132). In accor-
dance with Lanham (1967), Cruttenden (2001:132) confirmaracplarly retracted

SCruttenden’s (2001) definition of Refined RP as “that typealtis commonly considered to be upper-
class” would appear to be close to Lanham’s (1967) OxfordiEmgnd Wells’ (1982) U-RP.
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and monophthongized variant for Refined R&], “which may be only marginally
differentiated from/a:/ realized as Gi1]".

For RP CHOICE, Lanham (1967:41) givie§>>{[5]} for the first element, “with very
little lip rounding”, and [EF?{#} for the end of the glide, which “is always clearly
heard”; thug3¢]. For Wells (1982:293), the value of the nucleus in RP ranfesr’
[p] to cardinal[o] or somewhat closer”. For Cruttenden (2001:133), the fiesneit
has a similar value to that given by Wells (1982), with opeaimiding; the glide does
not reach “a level closer thg#]”.

London (Cockney) and Other Accents of England:the quality of MOUTH is of partic-
ular sociolinguistic relevance to the London area and a @&glkaccent is commonly
stereotyped along these lines. Cockney MOUTH is best repted in terms of a
cline from RP to Cockney, as provided by Wells (1982:310)stRP[au], Popular
London[au] and Cockneye:]. Trudgill (2004:52) provides convincing evidence to
suggest that a fronted Diphthong-shifted MOUTH was prewatethe broader south-
east of England in the nineteenth-century. We note, alotig Britain (2008:213-4),
that north-of-England varieties would have had, in the matithe time of the devel-
opment of SAE, monophthongal values for MOUTH, suchwa or in some cases
[au]. Wells (1982:359) adds that “it seems ...that the monopighbtypes to be
heard in some accents of the middle nofth,~ a:], are synchronic stylistic variants
of diphthongal types”.

For Cockney PRICE, Wells (1982:308) givgs~ a ~ o] for the nucleus, “while
the second element may be reduced or absent (with compgnbaigthening of the
first element), so that we have variants suchuas, a+:]{[as ~ a:]}"; thus, interest-
ingly enough, very close to some of the the Refined RP valuenhgibove. Trudgill
(2004:52) suggests that a Diphthong-shifted PRICE vowsl avdy really evident in
the London area in nineteenth-century England. With rddpe@lide Weakening as
a result of Diphthong Shift, Trudgill (2004:140-1) clainmait while glide-weakening
and monophthongisation are found in Cockney, it “appliecimonore extensively
in New Zealand English and is most unlikely to derive soletynf lower-working-
class East End of London speech”. Trudgill (2004) is of ceueferring here to his
hypothesis, as presented§B.4.3, that Glide Weakening was not imported to NZE,
and the other Southern Hemisphere varieties, but coreditiristead, an endogenous
development. Overall, “Glide Weakening has not (yet) oamalito any great extent
in Britain” (Trudgill 2004:142). Trudgill (2004:140) alsconfirms that a fronted,
monophthongised PRICE vowel is characteristic of Lancashi the north-west of
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England, while Wells (1982:358) gives “a fropi] in the middle north ... the diph-
thong ... not moving much beyorjd], and often being (variably?) monophthongal
... So thatprice appears as . [praes]”.

For Cockney CHOICE, Wells (1982:308) gives a raigad or]{[or ~ o1]}. Itis in-
teresting to note that during the®.&entury and for most of the ¥9century (i.e. the
period during which the Southern Hemisphere Englishes established) CHOICE
had the same value as PRICE in the English of Londorileéndisle had (virtually)
the same phonetic value, a situation that by all accourdtgstivails today in Essex,
and which Labov (1994) identifies as a case of near-merger.

AusE and NZE: both Ausk and NZE have front starting values for MOUTH with for-
mer ranging fronfa-v]{[av]} in Cultivated AuskE[ao] in General AusE ange:o ~
£:v] in Broad Ausk (Wells 1982:597). Harrington et al. (1997 )1&vide acoustic
evidence to show that the second target of MOUTH in AusE igaat, more likely
to be associated with LOT than with FOOT. For NZE, and by wagxafmple, “Con-
versational Wellington English ... on average, uge$’ (Britain 2008:190), where
we notice the front and raised nucleus with a substantialfiyced offglide. Perhaps
more importantly, Britain (2008) provides relatively camsing evidence, in support
of Trudgill's (2004) comments above on Diphthong-Shifte®MTH in 19"-century
England, that a fronted and raised MOUTH in NZE (and AusE fat tmatter) is
not the result of an endogenous development but was, etégtbrought over from
England, mainly from the south.

For Australian PRICE, Wells (1982:597) givis1 ~ o1 ~ ou]{[ar ~ o1 ~ 1]} for
the Cultivated, General and Broad sociolects respectivdyrington et al.’s (1997)
acoustic data provide evidence, though, for a much weakee gi Aus PRICE,
generally ending closer to DRESS than to KIT; they progasgas a symbol suitable
for Australian transcriptions.

Cruttenden (2001:133) gives a closer-than-RP startingtfpor Aus CHOICE.

USA Accents: turning to the USA, vernacular ‘white’ New York has the clad8RICE—
MOUTH Crossover, with typical values for the former beimg] and the latter being
in the region of{zu]. Both PRICE and MOUTH are indicators i.e. below the level
of consciousness with no style-shifting. In conservativev\rork speech a central
[au]-value for MOUTH is retained (Labov 1994:50) apd] for PRICE. CHOICE in
New York has a particularly high nucleuis'] or [u'] according to Labov (1994:101;
footnote).
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The PRICE-MOUTH Crossover is even more pronounced in Réljidib. The rais-
ing and fronting of MOUTH is extreme: Labov (1994.60;81) egyxu] as the most
conservative form, with the AusE-likgo] being the most advanced, a shift which
links the Philadelphia accent to the US South. PRICE, on therdhand, has backed
from [ay] to [ay] in the particular context of a following voiceless consan@abov
1994.60; 82); by all accounts a relatively recent changehifaBelphia. As in New
York, CHOICE in Philadelphia has “risen to high positionddreyond: the nucleus
of /oy/ is so close that it is often heard as a semivowel, with a shilyilabicity, so
thatchoiceandtwice can be confused” (Labov 1994:211).

As pointed out in§2.3.2.1 and in§6.2 above, the PRICE-MOUTH Crossover is
viewed in Labov’s (1994) terms as an extension of Patterm Ndw York City and
Philadelphia this appears, according to Labov (1994:20%e¢ an isolated chain-shift
and a further extension of the GVS; in particular, the otlpgliding front vowels re-
main unaffected.

Turning to Labov’s (1994) Pattern 4, this author mentiora tmany Southern U.S.
... dialects showaw/ as[eii] with a fronted nucleus anthy/ as a fully backed and
raised[o1]” (Labov 1994:169). Thus, and as pointed out by Zhang (20D8:;2‘a
raised and backeghy/” is characteristic of “the ‘hoi toider’ dialect of Ocracdke
also see Labov (1994:211) in this regard. Dialects with FRbBacking are generally
rural and/or conservative and characteristic of specigasof the eastern seaboard,
however, and a fronted, monophthongi$ed, or glide-reducedlaz] PRICE vowel is
more characteristic of the southern states of the USA.

With respect to fronted PRICE, and according to Wolfram t€raand Moriello (2004:345),
“there are two patterns ofai/ glide reduction,” one involving its reduction cat-
egorically, the other in non-prevoiceless position i.e. filral position and before
voiced consonants. In general, according to Labov (1998;4tis often invariantly
monophthongal for lower-class individuals, while for atepeakers PRICE monoph-
thongisation is restricted to non-prevoiceless positibhnus the use ofa:] in words
such asmiceor price is clearly indexical of lower-class (and rural) status innypa
parts of the Southern USA. It is worth mentioning that diglegeling to a full diph-
thongal quality in all contexts seems to be a growing featfiraany Southern urban
areas e.g. in Raleigh (Wolfram et al. 2004:349). A fronted amonophthongised
PRICE vowel is also common among ‘black’ speakers in the USHemgenerally
e.g. in New York City (Labov 1994:50-1).

Importantly, Trudgill (2004:140) claims that the monopdrigisation of fronted PRICE
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in the US South (as well as in Lancashire — see above) is teddia post-Diphthong-
Shift Glide Weakening, as dealt with §38.4.3; simply put “no Diphthong Shift has
occurred in these cases — that is, the first element of thefdiph is (was) an un-
shifted[a]”.

A monophthongala:] for MOUTH is a well-known indicator of Pittsburghese (John-
stone and Kiesling 2008).

6.2.2 MPC in SAE: The Impressionistic Data

Hopwood (1928): “au{[av]} > &w{[au]}, *.a'(w){[a’(u)]}, or au{[e'd]}" is given by
Hopwood (1928:23) for SAEP MOUTH, with the value before thvedge’ represent-
ing the RP value, the values to the right representing theFSydiues and the most
common value being marked by a star (Hopwood 1928 The relatively fronteda]
for Hopwood'’s (1928) RP value makes sense in terms of WdlB82) comments, as
paraphrased if6.2.1, concerning the process of retraction MOUTH has uier in
RP i.e. the older the speaker the more fronted the nucleuswblad (1928:23) also
claims that “occasionally before a consonant there is astenydfor the off-glide . . . to
disappear; e.g. outst{[auvt]} > SAE. a (w)t{[?a’(u)t]} ...Cp. “Punch’s” spelling
“aht” for Cockney E. of “out™”.

Hopwood (1928) claims a Cockney origin for the first two aitgives given at the
beginning of the previous paragraph, iaew and.a(w), while au is the Afrikaans
English pronunciation.

For PRICE in SAE, Hopwood (1928:16) givesd'j{[a"i]} (or p"j{[pi]}),” noting
again that Hopwood’s (192&)“is Low Central . . . not Low Back” (Hopwood 1928:89)
and that.a is thus (approximately) the equivalent of IR4]. We also note a more
tense off-glide in SAEP than the value Hopwood (1928) givesRP i.e.[ar]®; this

is somewhat surprising given that the general stereoty@eRBISAE PRICE vowel
is that it is monophthongised i.¢a:]. As is usual for this author, Hopwood (1928)
claims both Afrikaans and Cockney influence in the develagnoé the quality of
this vowel. The PRICE-MOUTH Crossover is clearly indicatetiopwood’s (1928)

5Note that as far as the translations, provided in curly bts;lare concerned, Hopwood (1928:89) provides
a narrow transcription of RR as.ai.e. modern IPAla]. A fronted.a thus, presumably, implies modefa.
Lastly, and as mentioned §%.1.1, Hopwood's (1928) symbol is translatable ds].

"Note that Hopwood (1928) is somewhat inconsistent here jiyam his transcriptions: SAER(w)t
should strictly-speaking biea'(w)t otherwise his original comments make little sense.

8Note that Hopwood’s (1928) value for PRICE supports theamtif an older, fronted (although diph-
thongised) version of RP PRICE.
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analysis.

For CHOICE, Hopwood (1928:17) claimst‘> oi{[oi]} . ..a raising and slight ten-
sifying of the first element (sometimes accompanied by lgng), from the half-

open position to the half-close”. The author does not advamy possible origin for
this value although it, of course, clearly relates, in cksdirit terms, to a raised and
backed PRICE.

Hooper (1945): This author highlights the variable nature of MOUTH in SABpwing
that relatively lower social-class status as well as beiadertends to correlate with
fronting and raising of the MOUTH vowel, while being from datdvely higher
social-class or female correlates with the ‘standard pmoiation’. The range of
pronunciation includes ‘standargiust]®, “though the first element of the diphthong
may vary permissibly between cardinal vowels 4 and 5 .. .¢imtiast to] a higha],
to [2] or even to cardinal vowel 3" (Hooper 1945:478; my parent)ess well as a
backed[au] as used by the majority of the female higher social-clasgestgh

Hooper (1945) also shows that a raised CHOICE vowel is cedlwith relatively
lower social class and (more marginally) with being malee Btandard]o1] pronun-
ciation is, of course, correlated with the opposite valW#hat this seems to indicate
is, that at the time at least, CHOICE was a linguistic indic& There seems to be
no evidence from earlier or later authors that this vari&lalé or has reached a level
of awareness among SAE-speakers.

Lanham and Traill (1962), Lanham (1965): Lanham and Traill (1962:29) provide the fol-
lowing qualities for the nucleus of SARPMOUTH: [2]8%/%4{[e]} or [a]f*{[e]},
seen as between the two extreme poles of “affected’ Briksiglish,” which has
[a]">{[a]} (see§6.2.1), and non-SARP SAE which in “its extreme forms has aatow
of [«] or [a] ‘Eliza Doolittle’ quality” (Lanham and Traill 1962:29). Afar as the
up—glide is concerned, Lanham and Traill (1962) give theliR®{o]3>46{[5]} or
[0]%6{[6]} for SARP, while claiming “a much weaker, shorter glide [adgature of
non-SARP SAE” (Lanham and Traill 1962:29; my parenthéis)

For PRICE, Lanham and Traill (1962:29) giva]§%/64{[e]} for the onset for both
SARP ‘A" and SARP ‘B’, with [i]2#34{[]} for the up—glide. For non-SARP SAE,

®Note the relatively fronted nucleus, in support of Wells982) notion, mentioned above, that U-RP
MOUTH is characterised by a front starting-point.
100r perhaps even a marker; unfortunately Hooper (1945) doegaal with stylistic variation.
1The reader is referred back $6.1.2 for a definition of this concept.
12\ith respect to the valu]**, | suspect a typographic error; this should rathefdd®'“®, which explains
my translation intdo].
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Lanham and Traill (1962:29) claim a degree of monophthaiigis as well as a de-
gree of lip—rounding. Lanham (1965:91) confirms this gelneead towards glide-
weakening:

“For many young South Africans .. .this diphthong is now aggld by the long
vowel /a'/ with the post-vowel glide completely lost. The quality ofstivowel
may be eithefa] or [a”]{[4]}; thus[na's] or [na's], [ra-d] or [ra'd]”.

We note here the two values that have become stereotypicabpéctively BrSAE,
[a:], and certain prestige variants of GenSAE ja], the latter already mentioned in
§3.3.2.

According to Lanham and Traill (1962:29), SARP ‘A CHOICEdbkaracterised by
“slit-rounded[e]*¢/*> while SARP ‘B’ has a “slightly highef{e]*¢”, although the
authors stress that there is substantial variability irgtiedity of this vowel. The glide
ends aff3]%3. In modern terms, therefore, the values in question areoappately
[39] for SARP ‘A’ and[69] for SARP ‘B’. We note that the accent furthest from RP
has the slightly more raised value.

Lanham (1967): Lanham (1967:93) echoes the earlier work summarized algoxeg, for
conservative SAE MOUTHa8%73([e]} as the value for the onset, apg¢{[5]} as
the value for the terminus of the glide in CV syllables, witle glide being shorter
in other contexts. For non-conservative SAE, an archetyphle is the fronted
[2]%2{[%]}, “with a glide almost devoid of lip-rounding ending at apgroately
[313%{[2]}"(Lanham 1967:93).

For PRICE, Lanham (1967:63) confirms the option of glidedesgng in non-conservative
varieties of SAE. Completely glide-weakened values inefad "3{[e:]} to [a:]%%{[é:]},

the latter of which threatens the distinction between PR&@G& BATH (8.2). How-

ever, “most speakers ... still seem able to retain the csninaintroducing a weak
glide” (Lanham 1967:64); see also (Lanham 1982:338-9) im ribgard. Lanham
(1967:86) thus emphasizes two possible outcomes in noseceaitive SAE that arise

as a result of PRICE glide-weakening:

1. PRICE and BATH are distinguishable in terms of the froat{bdimension, with
the former having a “slightly raisefh]2{[]} or "*{[e]}” (Lanham 1967:86)
and the latter having ]%{[5]} quality.

2. An even more extreme version in which PRICE is glide-weakieand retracted
to the [0]65{[§]} position, thus threatening the contrast between PRICE and
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BATH. In such cases the difference between, for exangita,andl'm, is lost.

This is, of course, an example of Labov’s (1994) analysidefttvo possible effects
of the Southern Shift on PRICE, as outlineckih3.2.1.

In contrast, for conservative SAE PRICE, Lanham (1967: %)t that “the vocoid
is usually slightly raiseda]”*{[e]} and the glide reaches approximatgty*3{[o]}".
Lanham (1967:105) adds that “the tendency to lose the glidee diphthong/ai/
...may be heard in Yorkshire today in much the same way asitredn SAE™3,

For conservative SAE CHOICE, Lanham (1967:92-3) gig®®{[5]} (or a little
higher) as the onset arfi]z“{[i]} as the terminus of the glide in CV syllables, with
the glide being somewhat shorter in other contexts. Foraumservative SAE, “the
trend is to a higher, more rounded vocoid, possibly as higleH&*6{[6]} and the
glide remains prominent” (Lanham 1967:93).

Lanham (1978), Lanham and Macdonald (1979):For Lanham (1978:154), a front-efi"]{[&]}
followed by unrounded glide t7]{[o]}" is the most advanced variant of MOUTH
and is characteristic of Broader lects. It is definitely abtive level of social con-
sciousness and is hypercorrecteddo], thus showing second and probably third-
order indexicality”.

Similarly, Lanham and Macdonald (1979:40-1) identify teshand glide-weakened
MOUTH as a CE® variable and thus a defining feature of BrSAE. The most adnc
values arda] for the onset, with a weak (unrounded) glideg[4p. The vowel is cor-
rected to gdéauv]-like quality or even hypercorrected “towards bacKed] or glide-
weakeneda*] with hypercorrections most prominent among females in thpeC
generally” (Lanham and Macdonald 1979:40). Importanttyd according to these
authors, the trend towards a fronted MOUTH is beiegersedin South African so-
ciety, with “a retreat frome through age grades” (Lanham and Macdonald 1979:40).
Furthermore, “zero index scores, or hypercorrect valuesumowith little stylistic
variation particularly in the speech of middle-class and upper-ctaggects” (Lan-
ham and Macdonald 1979:40; my emphasis). Thus a non-frad@dTH vowel
appears to be categorical in GenSAE i.e. a marker.

BAnd we have, of course, noted §38.3 that the north-of-England is well represented in NE §jig one
of the primary inputs into GenSAE) as well as, more speatdbti among the lower-class British subjects who
came to mine on the Witwatersrand.

14See§1.3.3 i.e. a marker or even a stereotype.

15Cape English — the reader is referred back3e® in this regard.
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For PRICE, Lanham (1978:148-9) identifielsanted glide-weakened PRICE vowel,
as an (if notthe) identifying feature of GenSAE. It constitutes a MNEariable and

would appear to “express social prestige in some degreeih@m 1978:148), a fact
reflected in terms of its correlation with both social classl atyle i.e. the higher
the social class and the more formal the style the greateglitie-weakening and
fronting.

As already mentioned if3.3.2, Lanham (1978:153) uses the expression “a feature
of ‘refined’ female speech in the SAE community” to describis feature for which
the most advanced value is a “hypercorrect version appiogthe quality of a front,
tense Australiaa:]” (Lanham 1978:148), referring here, no doubt, to the Aus&d-qu
ity in BATH. Favourable conditioning environments incluaiéollowing [1,m,n,v,z,s].
At the time there appeared to be a regional effect with raspeis value: fronting
and glide-weakening seemed to have the highest degree sifggr@among middle-
class women in the Johannesburg area (particularly thakeani Eastern-European
background) and, was in Lanham’s (1978) time at least, &sing in its use across
generations. Natal, on the other hand, was characterisedstable pattern, i.e. the
use of a fronted monophthongised PRICE vowel was roughlivatgnt across differ-
ent age groups. In general, though, this value of the PRIQ&VE seen as having
overt prestige in the GenSAE speech community: “we havedutaktevidence of
the adoption of the ai variable coinciding with finding emptent in a high-class
women’s store” (Lanham 1978:149). The fronted monophtrsa@tp variant is op-
posed in prestige to its retracted, raised and glide-weak&rSAE counterpart, in
its most advanced version “weakly rounded’ (Lanham 1978:153). Contexts that
favour glide-weakening for the BrSAE version are followihgm, n].

CulSAE, on the other hand, has a central and slightly morsegtd with a glide’.
Lanham (1978:153) mentions Lancashire as a possible sofiftented, monoph-
thongised PRICE.

Similarly, Lanham and Macdonald (1979:41) identify a “bedkraised, glide-weakened”
PRICE vowel as a CE variable and thus characteristic of BrSA&Ese authors imply
that, as in the case of fronted MOUTH, this variant is in ret@nd subject to exten-
sive correction. Afronted glide-weakened PRICE vowel constitutes a NE variable

8Natal English — se§3.2.

This “slightly more close” value raises the suspicion thatnucleus of CUISAE PRICE has not yet fallen,
by way of the Lower EXxit Principle, onto the peripheral tragkccording to Wells (1982:149), “a starting point
that is not fully open .. .is typical of the rural south of Eagtl, of Barbados, and of parts of the north-eastern
United States” a confluence of accents not particularlyfbklp trying to seek a possible explanation for this
phenomenon. This, perhaps, requires further research.
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characteristic of GenSAE:

“The phonetic trend is towards a fronter, tenge} without trace of an off-glide in
the most favouring environments of followiym,n/. The highest index scores
have a glideless Fronted ai in any environment except b&fovighout interven-
ing C (e.g. buyer, buying; the trend is auditorily most prominent word-finally
(e.g. buy). (Spectrographic evidence confirms complete glide lofis¥hham
and Macdonald 1979:4%9

Lanham and Macdonald (1979) confirm the special status otdtbPRICE in Na-
tal, where it is subject to correction, while “generally gide Natal highest values
of fronted ai are found in most formal speech behaviour” fiaan and Macdonald
1979:42), particularly in female speech. Interestinglgwggh, Lanham and Macdon-
ald (1979:42) claim that, at the time, a fronted, glide-warad PRICE vowel was
below the level of social consciousness and thus a m&tkéFhe indexicality of
the fronted, monophthongised PRICE vowel in SAE, as andlyze_anham (1978),
Lanham and Macdonald (1979), is, of course, the opposits gélue in the Southern
USA (56.2.1).

Lass (1990; 1995; 2004)According to Lass (1990:273), an extreme variant for MOUTH
would be in the region dieus]. For hisCape TowrGenSAE speakers, Lass (1990:280)
gives[ay] as the most common value, with the onset varying betwégid]} and
[e]. Both in diphthongal and monophthongal variants the vatuedst often more
fronted (and in the case of monophthongal variants clo$em the corresponding
BATH vowel. Some speakers, however, have a weak form ofdipding on the
off-glide, giving values such dg] and([iu]?°.

Lass (1995:99-100) confirms the social importance of MOU#&ldr{g with PRICE)
and gives the basic norm for CUISAE and GenSAE as “somethnirige vicinity of
[au]" and thus not displaying the PRICE-MOUTH Crossover. Untbag of the sec-
ond element, i.efax], is common among younger speakers and in GenSAE, unlike in
CUISAE, there is a tendency to monophthongise this voweld:¢ There is usually

no merger with BATH, the later generally maintaining a gosithat is slightly lower

18As an aside, it would be extremely interesting to compareemiracoustic data with this “spectrographic
evidence”, if it still exists. | know of no other referenceito

%More recently, however, it has undoubtedly been subjecbiiwesdegree of stereotyping, mainly due to its
association with the broader ‘Kugel’ stereotype.

20Note the fronted glide-target given for the second option.
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and retracted than glide-weakened MOUTH. As in the case RRICE monoph-
thongisation, MOUTH monophthongisation is considered lagd (1995:99), and
thus seemingly in contrast to Lanham and Macdonald (198®g hon-categorial and
related to speech style (the faster and more casual the nwrephthongisation) and
more common among younger and female speakers. Lass (89@fabns, however,
that it less common than PRICE monophthongisatiofatp Some male GenSAE
speakers and BrSAE speakers as a whole display the PRICE-WQLIossover.
For the former, MOUTH onset values such[akare found (Lass 1995:105), while
[ees] would be a ‘fully’-Broad value (Lass 1995:99-100). BrSAE M®H shows
little evidence of monophthongisation.

Lass (2004:377-8) adds that, with respect to Broader agcantonset even in the
region of[e] or, alteratively, g jzu] triphthong, are possibilities although the latter is
“particularly associated with coloured L1 and Afrikaansdp®akers™.

For PRICE, Lass (1990:273) givési] as the general region for the diphthongal op-
tion in BrISAE. Formal word-list style in GenSAE often prodsdiphthongalvari-
ants such apie ~ a1]. All SAE variants (except CUulSAE) have the tendency, thqugh
to monophthongize. Thus further monophthongisation oPR&CE vowel in BrSAE
into [a:], or more accuratelya:] (Lass 1990:279), constitutes a common stereotype
of this variety. Likewise, according to Lass (1990:279% thost common value for
his GenSAE speakers [i&:]%2.

Lass (1995:99), on the other hand, gijeg as the basic value for both CulSAE
and GenSAE and notes that, unlike in CulSAE, there is a tarydenGenSAE to
monophthongize:

“This monophthongisation is rarely categorical, is comerofor PRICE than
MOUTH, and appears to relate to speech tempo and regiseemdine casual or
faster, the more likely monophthongal realizations. Myrfigible) impression is
that monophthongisationis greater in younger than oldeslsgrs, and in females
than males”.

We note in this regard that for Lanham (1978), Lanham and Mealdl (1979) the
oppositeapplied i.e. the more formal the style the greater the degfeaonoph-
thongization. Lass (1995) confirms a backed onset for BrSRECE: [a1]. This

2Lt should be mentioned that, in Lass (2004:37748)] is given as the most common value for GenSAE
MOUTH and the author claims that CUISAE and GenSAE speak@ase’ a slightly advanced or centralised
[a], which may monophthongise”. This is, in all likelihood, amag, with [a] having replacedia].

22The text actually give§ir:] as the value, but this is surely an error.
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Broad value is also, however, prone to monophthongisafi@h.: Backed and glide-
weakened varieties are commonly subject to stereotypisgnéntioned above, some
male GenSAEspeakers evince a degree of PRICE-MOUTH Crossover, “wigh th
first element of ... PRICE a centralised back vowel, but fothan BATH” (Lass
1995:105; footnote 14).

Lass (2004:372) explicitly denies the existence of a rodrateset to PRICE in SAE;
the most common value for GenSAE speakers is givgaias

According to Lass (1990:279), the onset of CHOICE is highantin RP, and ranges
from [o] to [0]{[0]}, thus[or ~ o1 ]. There is no tendency to monophthongize. Ac-
cording to this author, in CulSAB]{[H]} would appear to be a relatively typical
value for the onset. Lass (1995:100) adds that the onseediihthong is a little
more open than THOUGHT with the terminus being “the highesiom of KIT”. This
diphthong is, for all intents and purposes, invariant. Adagg to Lass (2004:377),
the onset is never as low as LOT and is always rounded. Clyjabe most common
value for GenSAE speakers is implied as beimg and notfor1].

The remaining sources: Wells (1982:614; 621) gives the RP-likev]{[av]} for CUISAE
MOUTH, and[xu], [&Y] or the glide-weakeneftes] for Broader accents. A cor-
rected, and advancing variant, has a starting point closgatdinal[a], giving the
glided[au] or the glide-weakenefly]. Important too is Wells’ (1982) general com-
ment that the PRICE-MOUTH crossover has not become as i$tathlin SAE as
it has in other Southern Hemisphere varieties. Mesthri®313D) claims that glide-
weakened MOUTH is likely to be the result of the influence @wer class Home
Counties speech”, while Branford (1994:483) confirms thedémcy to front this
vowel and claims a tendency to weaken its glide in Broad d@scédlide-weakening
of this vowel appears, however, to be a general tendency. eBoan (2004:938)
gives[du] as the CUISAE value, with GenSAE often having a monophttsaujix:].
The fronted, Broad value, with offglide retention,[iss]. Da Silva (2007:116-7) re-
stricts the possible values of MOUTH in GenSAH4d, [a:], and[au]; the first value
is less-than-likely for GenSAE MOUTH, while a backed, diptrigal variant[au]
or at leasfay], is conspicuously absent from her analysis. For her ledtel atithor
found a substantial preference for the monophthongal ladeant over the fronted,
diphthongal one (Da Silva 2007:159).

For PRICE, Wells (1982:614) givda-] for CUISAE, although this is undoubtedly
a typographic error and should per]{[a1]}, thus retaining the glide. For Broader
accentgoi] or glide-weakenedn:] is provided. This author confirms the ‘growth’ of
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the fronted PRICE vowel, giving both glidgdi] and glide-weakenegh:] variants,
with the latter being “the most typically South African vamt” (Wells 1982:614).
Branford (1994:481) givegai] as the CUulSAE value, with fronted and backed glide-
weakened variants common in non-CulSAE. Bowerman (20@3:88gins by pro-
viding [a1] as the CUISAE value and, then, makes the rather odd statehrerin
General and Broad, the articulation of the first element isrofnonophthongised
to [a:]”; odd, firstly, in the sense that it is the diphthong as a wtibk is subject
to monophthongisation and never, by definition, the firsinglat. The above also
contradicts (in terms of the Broad value) the further clduat t'in Broad,the first ele-
ment is somewhat backut more forward and higher than in BATH, and the offglide
is often retainedfdi]” (Bowerman 2004:938; my emphasis).

Mesthrie (1993:30) claims that glide-weakened PRICE “@bpbly of Northern En-
glish origins (and therefore originated in Natal rathemtl@ape SAE)”. Branford
(1994:482), likewise, mentions Yorkshire, but also pomisthat it is “a British West
Country variant, so that there is a just-possible input Hema the speech of Cor-
nish miners in the later nineteenth century”, this being laviaus reference to immi-
grants to the early Johannesburg. Perhaps more contralserdiis author claims that
“monophthongisation of this vowel . . . is widespread in &nt (Branford 1994:482).

Da Silva (2007:116), in her impressionistic study of theegieof students at the
University of the Witwatersrand, mentions a monophthongadlas characteristic of
some L1 speakers: as “highly marked and particular to cesjaéech communities in
the Johannesburg area, namely affluent northern suburhsasugandton, and is as-
sociated with the social variables “female” and “JewigiOverall though, her lect

1 speakers tended to be quite variable in terms of their ehaficealization, witHa:]
obtaining a variant mean score of 11%, wHil€:)] and[ar ~ o1] obtained scores of
58% and 31% respectiveély. In this respect it should be emphasized that Da Silva’s

2The author also mentions the apparent nasality that oftepraganies this and other vowels in the speech
of the social groups mentioned; she, in addition, encowdgeher research in this regard. On this note
an intriguing possibility involves so-called ‘rhinoglofthilia’ (Blevins 2006:135-6) which is based on the
perceptual similarity of aspiration and nasality and letdthe incorrect perception of the one as the other.
It appears from a brief excursus into the literature thatftmen of Yiddish brought to South Africa by the
Eastern European Jewry would have contained plosives ity little aspiration. It is quite conceivable that
these Yiddish-speakers would have perceived the aspiratiaracteristic of initial plosives in SAE (as in most
other varieties of English) as nasalization, thus accagrfir its presence in the so-called ‘Kugel’ accent. My
very casual impression is that similar nasality is commonther Yiddish-based lects of English; if so, this
would strengthen the hypothesis, although these impnessemuire, of course, proper investigation.

%Da Silva’s (2007) latter claim that “PRICES3 [i.¢ar ~ o1]], also present in lect 1 but with less frequency,
is also a diphthong that has not been referred to in othearelsestrikes one, at least with respect to the
first value, as odd given the literature reviewed above. Tméusion is compounded when the author claims
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(2007) sample was not only limited to subjects with a pristkool background.

With respect to CHOICE, and in line with his similar analysisFLEECE before
final /1/ (see$6.4), Bailey (1984:16) proposes that CHOICE in the samerenmient
in SAE leads to the creation of separate syllables; flwsol/ toil and /boy.sl/ boil.
Branford (1994:482) confirms the raised status of CHOICEAR &nd Bowerman
(2004:938), echoing Lass (2004), claims the usual (sungtis low) value as being
[o1] In all varieties; “the onset can be as low as LOT in older @atitd WSAFE
speakers”.

6.2.3 MPC: A Comparative Acoustic Analysis

From Figure 5.5 on page 152, it is clear that Webb’s (1983)lédt does not include a
PRICE-MOUTH Crossover, although there is some degree alap/e Webb (1983) is,
however, motivated to comment on the glide of MOUTH in hisadsihce, as in the case of
FACE (§6.4), there is no evidence of glide-weakening: “the glidé¢asf/ is quite strongly
present, being on average 108Hz “higher” and 116Hz furtiheck” than the nucleus”
(Webb 1983:155). It must be added, though, that an inspecdidhe original Figure 3
in Webb (1983:153) seems to indicate a ratbleort glide for MOUTH, even shorter than
PRICE, which the author claims provides supgdortthe notion of glide-weakening in SAE
(Webb 1983:155). In this regard, it seems that the issue &0H/Y1983:155) is the presence
or absence of a clear pattern. Thus while it appears thatvdrage “distance” traveled for
PRICE is higher than that for MOUTH, it has a higher degreeanfability and “there is no
clear pattern in the glide movement ... the glide’s “forwgrdsition varies between 19Hz
and 441Hz” (Webb 1983:155).

For PRICE, Webb (1983:154) argues for possible allophoygiven that the evidence
is, by the author’'s own admission, “extremely scant” thedsinot represented here. Note
that in Figure 5.5 on page 152 the onset of CHOICE is, in linthwhe impressionistic
literature, somewhat lower that the THOUGHT vowel and, ppd) slightly centralized.

Turning to the acoustic data collected as part of the cumesearckP, Figure 6.1 on
the next page places MOUTH in the context of the other Paste®y C vowel&® while

that “the one variantjai], has been mentioned by Lanham as being characteristic oéBgtSouth African
English, but according to him, it does not occur in ESSA (‘{ffeatable”) English” (Da Silva 2007:218). This
is, of course, confusing the froptestigiousdiphthong[ar] with a backed (stigmatized) diphthondat].

Zappendix D provides means and standard deviations for the atawhich the following graphs, as well
as those in latter sections, are based. The ellipses ard basie standard deviation of the (normalised or
unnormalised) Fand K values at the S0 percentile i.e. the temporal midpoint.

*5Note that in Figure 6.1 the unmarked MOUTH allophone is ‘kidlébehind’ MOUTH before fingll/. The
unmarked allophone has the somewhat stronger glide andtalglmore front position. The ellipses here, as
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Figure 6.1: Overall Results: Part-System C (27 subjects)
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Figure 6.2: Overall Results: Part-System B (27 subjects)
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Lexical Set No. of No. of Mea- N-G Tokens O-G Tokens
Tokens surements

MOUTH 79 1738 tower, loud, how, out
lout

MOUTH before/1/ 18 396 foul

PRICE 177 3894 height hide hype bite

hike iron, price,
prize try, ming

mice
PRICE before/1/ 18 396 mile
CHOICE 44 946 void, exploit boy
CHOICE before/1/ 18 396 boil

Table 6.1: Summary of MOUTH, PRICE and CHOICE data

Figure 6.2 on the preceding page places PRICE and CHOICEeiedhtext of the other
Part-System B vowels. The representations of MOUTH, PRIGE@HOICE were based
on the data summarized in Table 6.1. Thus the representitioon-pre-final/l/ MOUTH

in Figure 6.1 on page 172 was based on 1738 measurements &&askens, with the
words spoken by the N-G subjects and the O-G subjects bailicated in the two rightmost
columns. Since PRICE in SAE has been the subject of somdiatien the impressionistic
literature, a comparatively large number of tokens perenthjere collected for this vowel.

As can be seen from Figure 6.1 on page 172, while the glide oUNM s certainly
weak it is not monophthongal, unsurprising given the atafiorm style; see Lass’ (1995)
analysis in§6.2.2. As far as MOUTH before fingl/ is concerned, while there is not much
evidence of retraction, it would appear that this allophohBIOUTH is subject to an even
greater degree of glide-weakening and is, for all intents@mrposes, monophthongal.

As far as PRICE is concerned, and as can be seen from Figu@n@ti preceding
page, while there is arguabsomeglide-weakening of this vowel, it would certainly be
incorrect to characterize it as monophthongal. As in the cdsVIOUTH, this appears to
support Lass’ (1990) observation that (fronted) PRICE nptititongisation (or substantial
glide-weakening) is less-prevalent in citation-form tltannected and spontaneous speech.
This is, as mentioned i§6.2.2, in contrast to Lanham’s (1978) and Lanham and Mac-
donald's (1979) earlier impressions that fronted, monlophgized PRICE carried overt
prestige value and was thus more prone to occdolimal styles. There are a number of

elsewhere, indicate the standard deviation. In additio®,convention here and in most other cases is for the
pre-final/1/ allophone to be marked with a final subscript ‘I'.
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possible explanations for this difference, of course. thirbanham was perhaps wrong;
secondly, and | suspect more believably, there has beenngeha the indexical value of
fronted PRICE; thirdly (and not necessarily unrelated t® skcond option) the indexical
value of PRICE is more complex than a simple correlation wittstige (and gender), and
is intertwined in a complex fashion with other variablestsas region and ethnicity.

As expected, we note no evidence of glide-weakening in tke 0cACHOICE; we note
too that there is no glide to FLEECE, as proposed by Hopwo6dg)L

As is clear from Figure 6.3 on the next page, and as was exhebie current subjects
do not show any evidence of the PRICE-MOUTH Crossover. MOUS Hiscernably re-
tracted in comparison with PRICE, and there is no overlafeéat in terms of the standard
deviation) of the two vowels. This is in contrast to Webb'943) accent, as represented
in Figure 5.5 on page 152, where, although there is no cressas/such, the two vowels
share, essentially, the same nucleus. There is, as expgeetedore someevidence of so-
ciolinguistic differentiation with respect to this vowerhis is confirmed in Figure 6.4 on
page 177 and Figure 6.5 on page 178, where the two acouséicsdtst are compared. In
Figure 6.4 we note that the MOUTH value for the current datadse retracted than that
of Webb (1983), while, in Figure 6.5, the current PRICE valaee (slightly) more fronted
than those provided in Webb (1983). Of the two vowels, howethe greatest difference
is in relation to MOUTH. As was mentioned §6.2.2, a retracted MOUTH is character-
istic of GenSAE, with monophthongisation potentially @ening the distinction between
MOUTH and BATH. However, for the current data at least, andas be seen from Fig-
ure 6.3 on the next page, the nucleus of MOUTH and the valuBAdiH remain separate
with the latter being more retracted than the former. StiNyould appear that the weak
glide of MOUTH adopts a BATH quality, all of which suggestarsething[ea]-like as an
appropriate transcription.

The relationship between PRICE and MOUTH, the relativeidegiveakened nature
of both of these vowels, as well as their peripheral statusomparison with the short-
vowel system are all illustrated nicely in Figure 6.6 on pa@®. In particular, while the
data shows no evidence of the PRICE-MOUTH Crossover, thieinoicthese vowels are
almost certainly tense and thus on the peripheral track;dahethe most open vowels of the
system. This data, along with Webb’s (1983) spontaneoaseipdata, seems to indicate,
that for GenSAE at least, PRICE and MOUTH are in a relativaipservative position

27| would argue, on a purely impressionistic basis, that thiange in indexical value is mainly due to
the stereotyping of the ‘Kugel’ accent more generally, areat often associated with tiuveau richethe
wealthier ‘Northern’ suburbs of Johannesburg and the Jeeibnic group. From this perspective | would
imagine that the retention of a glide (however weakened)eanmhto index dissociatiovis-a-visthis group.
This hypothesis and the indexical value of this feature iregufurther research.

175



F1/ Normalized

Part-System C

-
goose™

2 1 0 1
F2/ Normalized

Figure 6.3: MOUTH: Comparison with PRICE and BATH

176




F1/ Normalized

MOUTH: Comparison with data from Webb (1983)
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Figure 6.4: MOUTH: Comparison with data from Webb (1983)
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Figure 6.5: PRICE: Comparison with data from Webb (1983)
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F1/ Normalized

MOUTH and PRICE: Comparison with short-vowels
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F2/ Normalized

Figure 6.6: MOUTH and PRICE: Comparison with the short-viswe
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vis-a-visthe Diphthong and the Southern Shift.

MOUTH: Comparison with other accents
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Figure 6.7: SAE MOUTH vs. other English accents

This basic observation is confirmed when we compare the SAd&wdith that of other
accents of English, as provided in Figure 6.7. This reptasien draws on Cruttenden’s
(2001) RP dataK in the figure) as well as Butcher’s (n.d.) and Cox’s (2006) Adata A
anda respectively). The reader is referred backd4o6.2 for brief descriptions of each of
these sources. In all cases the first diphthongal targetdeslabeled with a 1, the second
target with a 28,

2The reader is reminded that when the SAE acoustic data isa@uvith that derived from research on
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As can be seen, Figure 6.7 provides clear evidence of the-glehkened nature of
MOUTH in the SAE data compared to other accents of Englistiiquéarly RP. We notice
too that the first target of SAE MOUTH is even more retracteghtthe RP citation-form
one. In contrast, speakers of Ausk shewbstantiaffronting of this vowel, even in citation-
form. As mentioned i§6.2.2, Wells (1982) has, for example, pointed out that SA&een
less susceptible to Diphthong Shift patterns than the @bethern Hemisphere Englishes.
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Figure 6.8: PRICE: Comparison with other accents

other accents of English, the ‘raw’ Hz values are used, ary foom the speech of females. S§4.5.3 for
more on this.
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Figure 6.8 on the preceding page provides the comparisamebetthe SAE PRICE
data with that collected from other accents of English. Tadources are the same as
for MOUTH?°. Beginning with the first element of this diphthong, we ndte particularly
fronted nature of PRICE in SAE. It must be confessed that tRev&lue for the PRICE
nucleus is a little surprising, although, as mentioneg6r2.1, backed versions of PRICE
are attested to in modern RP and this vowel has, in generah bedergoing a process of
retraction. It is worthwhile noting, in this regard, thatuitenden (2001:101), in charac-
terizing the three females on which his RP diphthong dataset), does mention that one
subject showed “influence from the London region”. Retugrtim Figure 6.8, we note too,
that in comparison with RP, and as expected, both Ausk antdylarly) SAE are subject
to a degree of glide-weakening; although hardly monophatsation.

Figure 6.9 on the next page provides a comparison of CHOICEAR with the SAE
short vowels as well as THOUGHT. As can be seen from this figQHOICE begins at a
position just in front of THOUGHT (more accurately, from asin that overlaps FOOT
before final/1/) and glides towards a position a little closer than DRESSc&the first and
last 15% of the vowel has been excluded from analysis (inrdadexclude co-articulatory
effects as far as possible), it is, of course, possible thetllsportions of the glide have
been excluded from representation; still there is someestgm here that the nucleus of
CHOICE has moved onto the non-peripheral track. We noteisrédgard that CHOICE's
‘point of inflection’ (§2.2.4.2) is a -maximum and not a Fminimum. A similar point
was madevis-a-vis Webb’s (1983) CHOICE vowel, as illustrate in Figure 5.5 ogea52,
which also appears to have a slightly centralized valueur€i.10 on page 184 provides
a comparison, with respect to CHOICE, between the curreataled that of Webb (1983).
As can be seen, Webb’s (1983) CHOICE vowel is a little lowant@HOICE in the current
data. Thisis also reflected in Figure 5.5 on page 152 in theestiat CHOICE is discernibly
lower than THOUGHT. Whether this reflects an actual diffeenthough, is difficult to
determine given that Webb (1983) bases his analysis on brég tokens, two of which are
exemplars of the same worldys boysandpoint).

Figure 6.11 on page 185 provides a comparison between SAECE®@&nd CHOICE
in other accents, the same data sources having been usesvasa@bMOUTH and PRICE.
It is interesting to note that the difference in first-targiseness between the two Aus-
tralian data-sets has been commented upon by Butcherd®ildl.as possibly reflecting re-
gional differences in Ausk, essentially New South Walegsi{f8y) vs South Australia. SAE
CHOICE comes closest to the former, basically StandardrAlish English. The position
of RPvis-a-visAusk and SAE is, however, surprising and runs against eapes. As far

2Note that in Figure 6.8 the second targets for the two AusE seets overlap.
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F1/ Normalized

CHOICE: Comparison with short-vowels and THOUGHT
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F2/ Normalized

Figure 6.9: CHOICE: Comparison with Short Vowels and THOUGH
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F1/ Normalized

CHOICE: Comparison with data from Webb (1983)

2 1 0 1 2
F2/ Normalized

Figure 6.10: CHOICE: Comparison with data from Webb (1983)
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CHOICE: Comparison with other accents

200

300

400

500

600,

700

800

900

1000

1100

1200

1300

1400

1500

R2

A2
Al

al

R1

160

3200

3000

2800 2600 2400 2200 2000 1800 1600 1400 1200 1000
F2/ Hz

Figure 6.11: CHOICE: Comparison with other accents

185

800

600




as the offglide is concerned, there is also some suggesiaint SAE (and Ausg) CHOICE
is subject to minimal glide-weakening compared with RP.

The target values for both Cox (2006) and Butcher (F?dyere determined on the
basis of targets constituting “the point of least formararaie”. Assuming that the excision
of the first and last 15% of the CHOICE vowel in the SAE data wasassful in ridding
the analysis of coarticulatory effects but successful taining vowel-target data, then it
appears, from Figure 6.11 on the preceding page, that timt pbieast formant change is
far more centralized than in the other accents. This is éurftentative) evidence for a lax,
non-peripheral CHOICE-vowel nucleus.

6.2.4 MPC: Synopsis

As suggested by Wells (1982), the fronting and raising of M®LJas well as the backing
and raising of PRICE, as part of the broader Diphthong Shifs, not become as integral a
part of SAE as it has, for example, in Ausk. This is reflecteq wearly in the analyses
provided above. Furthermore, if we accept Lanham and Madd&n(1979) thesis that
there has beenrtreatfrom a fronted MOUTH (as opposed to stable sociolinguiséig-v
ation) then from the analysis as a whole there appears todiggstvidence to suggest that
fronted MOUTH in SAE has undergone an arrestment and retnetit subsequent diffu-
sion of the backed GenSAE variant at its expense, probatsytaliis stereotyped natue
While Lass (1995) claims that a PRICE-MOUTH Crossover isxtbamong some Gen-
SAE male subjects, Webb’s (1983) vowels overlap rather thiass over and the current
data shows a retracted RP-like position for the nucleusisfvbwel, although with glide-
weakening. While MOUTH is not fronted it is, however, alonghwPRICE, a peripheral
vowel in Labov’s (1994) sense of this word.

With respect to PRICE, it appears that while fronted PRICHBopihthongisation might

%0The methodology employed in Butcher (n.d.) for vowel tadgermination was based on that provided in
Cox (2006).

3While the slight difference between the current data antdah@/ebb (1983), as represented in Figure 6.4
on page 177, suggests that there might, in addition, be aerrental reverse shift of MOUTH from a more front
to a more back position, there is not enough evidence to maksteong claims in this regard. Related to this is
the subtle, but important, distinction between, for examplonted MOUTH andronting of MOUTH. While
there has certainly been, in terms of overall usage in the §#ech-community, a progressive decrease in the
use of the former, this does not necessarily imply that eedogs MOUTH-fronting has completely ceased
in those SAE speech-communities which identity with andsegiently use BrSAE. The same considerations
apply to PRICE and a number of other vowels. | believe, inttbigrd, that it is important to distinguish, along
with Labov (2007), and as briefly touched ort#h2.3.1, between diffusion (the spread of certain variantse
expense of others) and transmission (often leading to giadndogenously-driven, incremental change). As
we will see, one possible case of shift or drift in current SAE discovered during the course of this analysis,
is that of TRAP-Lowering and STRUT and LOT-Fronting; all pilde participants in a SECS-like shétla
Torgersen and Kerswill (2004).
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have constituted a prestige value in Lanham'’s (1978) antt&imnand Macdonald’s (1979)
time, this is perhaps no longer the case; in support of LA€9() analysis, PRICE in this
data (although subject to a degree of glide-weakening) staefinite diphthongal move-
ment. PRICEfronting does appear, however, to have remained a prestige featdnean
mains reasonably categorical in GenSAE i.e. seeminglyrdégss of style. We also note
that as with MOUTH, Lanham and Macdonald (1979) claimetieat from the BrSAE
value. In this light a lowered, non-peripheral CHOICE vowedkes perfect sense and as
seen above there is some tentative evidence to suggestshatuih a phenomenon appears
in at least some variants of (Gen)SAE.

Overall, therefore, we have evidence forexersalof the PRICE-MOUTH Crossover
in GenSAE, although glide-weakened variants have beemegtaln the case of MOUTH,
there has been a retreat from a front value, while a backe@PR¢mains a stereotype of
BrSAE and is in retreat from a fronted (whether monophthsegjior not) PRICE vowel.

As pointed out in§3.4.3, fronted-PRICE monophthongisation/glide-weakgris not
considered, by Trudgill (2004), to be part of the more gengnanomenon of Diphthong-
Shift-induced Glide Weakening, since, quite simply, themtandition for Glide Weaken-
ing (i.e. nucleus-glide differentiation), has not been.niéls raises the question of why, in
some variants of SAE, fronted PRICE has monophthongisedida-gseakened in the first
place.

Some possible light is shed on this question if we view theeiggment of GenSAE, and
SAE more generally, in the light of the proposals contaime$Bi3, in particular the notion
of the ‘birth’ of modern SAE constituting a relatively pratted three-stage koinéization
process culminating in the production, in early Johannegbof the sociolects that we
know today. In particular, and in the light of this proces$syould seem that more than any
other variant in SAE, a fronted, monophthongised PRICE ssitdy a vestige of north-of-
England influence. Firstly, in the formation of GenSAE asalstandard, an avoidance of
the CE fronted MOUTH and backed PRICE would have made sesseyald the adoption
of the north-of-England fronted and monophthongised tiaseof PRICE brought through
NE, an adoption, perhaps, further influenced by lower-atasth-of-England/Cornish vari-
ants of PRICE brought by the British-born immigrants to 148¥'-century Johannesburg.
Secondly, evidence has been provided above that an oldeauitidtvof PRICE had a fronted
nucleus, although it remained diphthongal. All in all, #n@ppears to be enough historical
evidence to suggest that current GenSAE values for PRICEarthe end-products of an
endogenous chain-shift movement, but have been inheribed the linguistic feature-pool
which constituted the linguistic ‘mix’ of early JohannesgpuThese values have, according
to this view, and in accordance with Lanham and Macdonald@9},%ince diffused more
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broadly across the SAE speech-community.

More generally, however, one would be foolish to discourdgtiale structural influ-
ences in the development-phase. As reported dj2if.2.1, a fronted, monophthongised
PRICE vowel is viewed as one option for PRICE under a Pattechain-shift. The best
solution is, therefore, to accept Mufwene’s (2008) conaaligation of the ‘ecology’ of a
variety as including a variety of exogenous as well as entlmge (structural) constraints
and influences. Under such a conception the ‘forces’ thatde¢te adoption of a fronted,
monophthongised PRICE in early Johannesburg constitatéottowing:

1. An older,fronted (but diphthongal) RP value, in the region|af].

2. The influence of the north-of-England through NE, notihgttNE speakers with
a broader, local accent would, in many cases, have coradbatfronted, glide-
weakened or even fully monophthongal PRICE, while NE spesakéth a more stan-
dard accent would, presumably, have ‘offered’ the RP PRI@Eevgiven above.

3. The influence of north-of-England and Cornish miners.

4. An avoidance of the backed CE value, especially amongioeBastern European
L2-speakers of English and others bent on social advandemen

5. Astructural ‘pressure’ on the development of PRICE talihe front, open position,
given that PRICE backing and raising was not (for many) aleiaociolinguistic
option.

It is thus not surprising that the eventual GenSAE value \e#ifesl upon.

In addition, it would appear, in accordance with much of iterature analyzed above,
that the L1-Yiddish speakers of early Johannesburg wercpkarly ‘energetic’ in their
selection of a fronted and monophthongised PRICE vowel.hissvalue diffused socially
and geographically across the SAE landscape and in theggooeved from carrying first-
order to third-order indexicality§(.3.3), it may have become stereotyped and associated
with Johannesburg and/or the Jewish ethnic group. Suchayging provides an at-least
plausible explanation for the differences, as reportedno§bi2.2, between Lanham and
Macdonald (1979) and Lass (1990) with respect to the ‘dmatbf PRICE style-shifting
i.e. less glide-weakening in casual speech, more in formatexts for Lanham and Mac-
donald (1979), more glide-weakening in casual speechglstih formal contexts for Lass
(1990).

With respect to MOUTH, on the other hand, there appears te$e dvidence for a
backed variant in the early-Johannesburg mix. While W&@8@) provides some evidence
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for a monophthongal, backed variant in the north of Englasdrthern varieties would
generally have had uncompleted-GVS variants, such asfpr.tput, or diphthongs with
front nuclei i.e.[au] (Britain 2008) and neither is it clear that RP-variants thate brought
to Johannesburg would have had the necessary influence,thatean earlier version of RP
MOUTH appears to have been fronted. Perhaps the only rellgical factor was the need
to adopt a value clearly different from the substantiallynbed CE variarfé, a need which
led to a hypercorrect retraction, a process which, it afpéed to a similar development in
RP itself (although without glide-weakening). This is iftgament with Wells (1982:614;
my emphasis), who refers to the reversal of the PRICE-MOUTbkgbver in SAE as a
process of “countecorrectiori.

Thus, assuming, and as argued fog#3.1, that the Founder effect was substantially-
weakened in the early-Johannesburg setting, the abovasteaotion of the status of SAE
MOUTH provides compelling evidence for the inadequacy afdbill's (2004) model of
new-dialect formation which proposes that this formationceeds, in tabula rasa con-
texts, on a developmental course that is insensitive toxindeforces. The adoption of
a relatively-backed MOUTH by GenSAE cannot be accountednféerms of simple de-
mographics or in terms of endogenous development, but perkalely in terms of an
indexicality-based need to avoid the stigmatized DiphgaShifted and fronted variant.
In the case of a backed MOUTH, therefore, we have a variahtha, for all intents and
purposes, not present in any numerically significant wayhaHistorical input and is, in
addition, a ‘movementaway from some well-known endogenous shifts and at least one
general principle i.e. the PRICE-MOUTH Crossover, the Ehping-Shift and Labov's
(1994) Principle 1. With respect to the dating of a backed Mi®Lin GenSAE, things
are, admittedly, a little less convincing, but we note thhtle'Hopwood (1928) claims an
Afrikaans origin for backedeu], there is no reason why this might not have constituted
an early hypercorrection away from the CE-deriyed], targeting but overreaching Hop-
wood’s (1928) RRau]. It is clear that by Hooper’s (1945) time a fully-backleds|-variant
was a prestige-norm in SAE. While the existence in the lisigui‘feature pool’ of, for
example, two relatively equally represented alternatoess lead to a reallocation of each
variant to a different sociolet}, in the case of MOUTH the backed variant was, for all
intents and purposes, not present in the linguistic mixlaral certainly did not constitute
a numerically ‘competitive’ feature in Trudgill's (20048rims. In certain cases, such as the
prevalence of the Weak Vowel Merger in Southern Hemisphexgighes §9.3), Trudgill

32\We note in this regard Hopwood's (1928) value for RP MOUTHzag, while his Cockney-derived value
is the even frontefeu] or [ar(u)].

%3For example, FACE in SAE, with a ‘narrow’ variant being tawpby GenSAE and the open variant by
BrSAE, a fact reflected in style-shifting in GenSAE as wedlyeported on i§6.4.
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(2004) makes recourse to the unmarked status of a ‘mindeiture in order to account for
its eventual adoption into the new dialect. It is uncleathis case, how a backed MOUTH
would, in any revealing sense, constitute a less markedmnatian a front one.

Lastly, whether a lax, non-peripheral and lower CHOICE vioswists in GenSAE, and,
if so, whether it was selected as part of the koinéizatiamt@ss mentioned above, or as part
of a subsequent, perhaps structurally-motivated shiftabeid by the diffusion of fronted
PRICE, is unclear at this stage and requires further relseand clarification.

6.3 TRAP

While TRAP is not represented in Figure 2.13 on page 61, @spointed out ir§2.3.2.1,
an integral part of the Southern Shift in the sense that adalfR AP vowel is often found
‘alongside’ the raised DRESS and KIT vowels that form a memtml role in the Southern
Shift. From this perspective, a raised TRAP vowel shoulddraroon to all ‘Southern’ ac-
cents including those of the south of England and the soutd&A. Importantly, however,
there is some evidence to suggest that the raised short vanaslin most of the Southern
Hemisphere Englishes, in actual fact ‘relics’ of the higarinput and have not participated
in any post-settlement raising. The exception to this alagiem is NZE, whichhas it ap-
pears, undergone ‘secondary’, endogenous raising of bBIEES and TRAP. In addition,
and as was pointed out §2.14, aloweredTRAP vowel appears to be the initiating move-
ment of SECS, a shift of the short vowel system which appesal® ta contradiction of, or
at least a subsequent development from, Labov's (1994&1Ratt

With specific reference to American accents, the status &H' R complicated by the
fact that, in general, these accents have not been subjbet toore advanced Lengthening |
processes discussediiB.4.1 anck3.4.3 i.e.trap andbathare often distinguished by length
alone: [tiep] and[ba:0]. As pointed out ing2.3.2.1, however, in some American accents
TRAP and BATH have essentially merged into one phonefai/, now subject to tensing
and raising in accordance with Labov’s (1994) Pattern 2;tug&nown as the ‘Northern
Cities Shift’; a process which also ultimately involves tbeering and/or centralization of
the other front short vowels, among them KIT and DRESS. Asaémxed further ing6.3.1,
other U.S. accents, on the other hand, maintain a lexicélsiveen a lay¥a/ and a tense
/&h/, both of which do not correlate completely with the TRAP arATBl lexical sets.
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6.3.1 TRAP: Other Accents of English

Received Pronunciation: For RP, Lanham (1967:33) givgs] with a slightly retracted
and loweredd] when followed by/1/. Lass and Wright (1985:138) provide:] as
the typical RP value. A reading of Wells (1982:291-2) andttenden (2001:111)
indicates, however, that this vowel has undergone chandg®Pine. a progressive
lowering Thus Wells (1982:291; my parenthesis) refers to “the nemdsrent|a]
[which] is perceptually very similar to fronted realizat® of /a/ which have been
around in RP for much longer”. The same author mentions anestaft involving
the gradual lowering of KIT, DRESS and TRAP and claims th& pgrocess “is a
change which promises to carry RP further away from both Acaarand southern-

hemisphere accents of English” (Wells 1982:292). Cruan(2001:111) explains
as follows:

“This vowel has become more open recently, previously beiearer to Ce]
where now it is now [sic] close to[@]. Only tradition justifies the continuing use
of the symbol &’ for this phoneme. Since the vowgl/ has had a tendency over
a somewhat longer period to move forward towardls| Cthis may occasionally
result in a neutralisation ofe/ and/a/. More often, however, the lowering of
/&/ has resulted in a retreat pf/ towards the central region”.

We note, therefore, that the value for TRAP in RPai$ to [a], depending on the age
of the speaker. Of interest in this regard is a recent studyaiyicius (200d), who
attempts to trace the changes of TRAP and STRUT (and thatfoethip) across sev-
eral generations of RP speak¥rsThis author shows how the positions of TRAP and
STRUT vis-a-vis each other have changed in a rotation movement such thake‘whi
TRAP lowered and backed during the®6entury, STRUT rose and fronted” (Fabri-
cius 2001:1477). According to Fabricius (200:71480) it appears that TRAP lower-
ing in RP was already underway in the early™2€entury.

Itis important to note in this regard that, according to @Gmden (2001:111), “speak-
ers of Refined RP and older speakers of General RP generallysheloser variety
of /&/ almost at the level of &] which may also be diphthongized fo']”.

London (Cockney) and Other Accents of England: It appears from a reading of Torg-
ersen and Kerswill (2004) that TRAP-lowering has also pilageole in London i.e.

34STRUT is dealt with further i§8.4.
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Cockney. In fact, for the greater south-east of Englandeled TRAP variants ap-
pear to be part of Torgersen and Kerswill's (2004) SECStSadf illustrated in Fig-
ure 2.14 on page 64. Itis worth repeating that TRAP-loweisrrggarded as the initi-
ating move of this chain-shift. Trudgill (2004:37-48) essaly confirms this analy-
sis of the accents of the southeast of England, but distihgsiModern Cockney from
other accents of the southeast, claiming that in the formgr ®RAP and DRESS
have lowered (with KIT remaining di]) while in the latter accents all three front
vowels have been affected by this drag-chain shift. Thifuighermore, in contrast
with, for example, “current East Anglian Traditional-déats [which] demonstrate
the first stage, where onfi/ has been lowered” (Trudgill 2004:43; my parenthesis).
As emphasized i§3.4.3, the contrast between these lowered values as opjootted
close values characteristic of the various Southern HdmigpEnglishes, including
SAE, has been advanced by Trudgill (2004) as an essentiaingrmy for the conclu-
sion that Southern Hemisphere values of TRAP etc. represtéos of the original
values found in the ®-century accents of the southeastern parts of England.i§his
in explicit contrast to the view that the Southern Hemisplarcents all underwent an
innovatory raising of these vowéfs It should also be noted in passing that north-of-
England accents are characterized ky]ar a slightly more central value for TRAP
(Wells 1982:356).

AusE, NZE and Falklands Island English: As mentioned above i§3.4.3, the two main
non-SAE Southern Hemisphere Englishes, Ausk and NZE, haaisead TRAP vowel,
usually viewed as being a member of a chain-shift involving itaising of DRESS
and TRAP as well as the raising (or centralization) of KITuEhGordon, Campbell,
Hay, Maclagan, Sudbury and Trudgill (2004:26) gj¢¢ as the most common value
for NZE, with [e] and[¢] representing the most advanced and conservative variants
respectively. As is the case with DRES®.@), Lass (2004:374) claims a (further)
raising of TRAP in NZE as being a recent innovation and nottduée original in-
put®®. As confirmed in Evans and Watson (2004:195), TRAP is lowéusE than in
NZE, a fact which appears to be explained by both second@aygeof NZE TRAP
and (recentJowering of Aus TRAP (Evans and Watson 2004:195). This more re-
cent lowering of Aus TRAP is of interest given the abovenoer®d view, found
most prominently in Trudgill (2004), that Southern HemisphEnglishes are more
conservative than their ‘mainland’ cousins e.g. Cocknewntthis perspective, the

35AIthough, as we will see in the next section, this is at leastlp true of NZE.
%Also see Torgersen and Kerswill (2004:29) in this regard.
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lowering currently evident in Ausk simply mirrors (or ratheitiates) a process that
modern accents of London and southeast of England havedglggme through. It
is interesting to note in this regard that, according to §ilid2004:43), Falklands
Island English has also undergone the initiating move of@men and Kerswill’s
(2004) SECS-shift i.e. TRAP-lowering.

U.S. Accents: As mentioned in§3.4.1, most U.S. English accents generally only have a
length distinction between the TRAP and BATH lexical setse two vowels are
generally transcribed gg/ and/xh/, although itis important to note that TRAP and
BATH are not the equivalent ofe/ and /xh/. In those accents which still maintain
the lexical split, many TRAP words (particularly beforeseil consonants as oad)
have ‘fallen in’ with /eh/ and its general tendency to tense and develop an in-glide.
This raising of /eh/ is, of course, a critical movement in Labov’s (1994) Pattern
2 (§2.3.2.1) and the so-called Northern-Cities Shift. Thus,ekample, in Detroit
“the entire shorta word class is tensed tGeh/ and undergoes fronting and raising”
(Labov 1994:99; my emphasis). In the Southern U.S.A. it app¢hat the lexical
split between/a/ and /eh/ has been maintained with the sh@st/ subject to the
general Pattern 4 movement.

6.3.2 TRAP in SAE: The Impressionistic Data

Hopwood (1928), Breckwoldt (1961):For SAEP TRAP, Hopwood (1928:32) claims(")
> ¢(") ...a tensifying of the vowel, found in Cockney EP, and in AERwing to
substitution of the nearest articulatory positi@ng. . .. catkaet > ket”. Breckwoldt
(1961:7) gives a similae] value.

Lanham and Traill (1962), Lanham (1965): Lanham and Traill (1962:22), surprisingly,
claim[z]%, basically[z], for SARP TRAP, and posit little or no variation. In contras
to Hopwood (1928), the authors assert that this vowel “hlar articulation that
in RP” (Lanham and Traill 1962:22; my emphasis), althoughmittgdly Hopwood
(1928) deals, in effect, with BrSAE, while Lanham and Tré&llP62) are focussed
on GenSAE and CulSAE. The analysis in Lanham (1965:94) imonventional:
the author mentions the raised tongue position for the DR&®ETRAP vowels,
although claims that a raised TRAP is not as widespread asedrBRESS vowel.

Lanham (1967; 1978), Lanham and Macdonald (1979), Lanham @B82): Lanham (1967:66;
67) gives[e]>/®1{[¢]}, sometimes as high 4s]°{[¢]}, as the unmarked allophone

37Afrikaans English Pronunciation.
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of TRAP in SAE, with[®]%3{[¢]} being the value of the vowel before tautosyllabic
/1/. The author claims that “in some idiolects:/ replaces/e/ before /1/” (Lan-
ham 1967:81). An even high@zr]{[g]} is given by Lanham (1978:152) as the most
advanced or Broad value for this vowel: “High index scoresalate strongly with
lower class in English cities” (Lanham 1978:152). Lanhamh llacdonald (1979:46)
confirm a raised TRAP as a GenSAE variable and Lanham (198R&88phasizes
the link between a raised DRESS and a raised TRAP, presuniigbiyieans of a
chain-shift.

Bailey (1984), Jeffery (1982):As already discussed §8.4.2, Bailey (1984:11-3) spends
some time discussing lengthening of TRAP in certain costartl, more intriguingly,
the possible breaking of TRAP befdng]. While | have certain reservations regarding
the accuracy of the relevant analyses, it does highlighintinguing possibility that
TRAP raising (and tensing?) constitutes an element in &Pa-type shift in SAE
(or in one of the main inputs into SAE), as originally suggddhby Jeffery (1982).

Lass and Wright (1985; 1986), Lass (1990; 1995; 2004).ass and Wright (1985:137) con-
firm the considerably raised status of TRAP in SAE, giving ¢tharacteristic value
as[e]{[¢]}, the lowering and centralization of this vowel before firigl (Lass and
Wright 1985:155) as well as a less-raised variant in CulSAds$ and Wright 1985:156).
With respect to the possible origins of a raised TRAP vowetpading to Lass and
Wright (1986:209), “raising of ME/a/ is well-attested from the 15th century on-
wards ...and reports of raised qualities in the London acearcas early as the late
18th century. We find it .. . represented in spellings leb‘cab’ as a stereotypical
Cockney feature by 19th century writers”.

While Lass (1990:276) claims that the normal value for SAEAPRS “rather more
than half-way between CVs 2 and 3, and somewhat retractads [£]), the more
posh varieties (and, presumably, styles) are claimed bguti®or to have afee]{a}-
like value. Before dark1/(i.e. [1]) this vowel is normally the centralised and low
[&][&] e.g. inpal. As mentioned ir§3.4, this vowel is subject to lengthening before
voiced stops and nasals (excépt). The resultis a long, centralis¢d:], “often with

a slight[o]-like off-glide” (Lass 1990:276%.

Lass (1995:98) confirms TRAP as an important social variablBAE and claims
that while it is sometimes slightly higher than R#/, it never approachgs] in Cul-
SAE or GenSAE. The latter is, of course, the BrSAE value arnldédocus of much

*Note that one of the characteristic features of vowels whiehn the process of being raised along Labov’s
(1994) peripheral track is the development of an in-glide.
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imitative stereotyping. As far as TRAP before findl-is concerned, Lass (1995:98)
confirms its retracted and lowered status, “except, culgpuis some Respectable
pronunciations of the worbNlatal, where it raised[fatet])”.

In Lass (2004:376), TRAP in SAE is characterised as hightialsde and betweefa]
and[¢] for CUISAE and GenSAE, although usually closer to the latéh [a] being
the most typical value for GenSAE speakers. Any value alpolis likely to be part
of a Broad accent and is the subject of much stereotyping.is&dal RAP is usually
“unsurprisingly in conjunction with a closer DRESS (a setamy partial chain shift
as it were)” (Lass 2004:376).

Wells (1982), Branford (1994), Bowerman (2004), Da Silva (®7): Wells (1982:613) gives
[e] for conservative SAE accents; it is only in BrSAE that it bees “cardinal 3 or
closer” (Wells 1982:613). Branford (1994:474) confirmsthssessment, as well as
the link between the Broader raised values and “London uskile early nineteenth
century” (Branford 1994:477). Bowerman (2004:937) giveswael slightly raised
above[x] as being the canonical value for non-Broad SAE accents. BrBRAP is
raised tde]. Da Silva (2007:86), in her review of the available SAE hiteire, stressed
that “the raiseda] may not necessarily be an innovation but rather an antiopiati
i.e. arelic of the original input into SAEP.

Bekker and Eley (2007): More recent (acoustic) evidence (Bekker and Eley 2007) sug-
gests that the TRAP vowel might currently be subject to lamggrespecially among
female speakers. As hinted at by Lass (1990:277-8; my geesis), “the lowefa]
{[]} types in more standard speakers suggest a movement awathorarnacular
norm [i.e.[e]], and we probably have here a case of ‘secondary’ (Britigluénced)
lowering”. As mentioned above, a similar process has bed¢adnio Ausk (Evans
and Watson 2004:199), although the most accepted valuesk fas in Cockney, is
around (e] (Cruttenden 2001). Lass’ (1990) claim regarding Britistui@nce seems
unlikely, however, particularly in the light of the SECS ad$2.14) and Trudgill’s
(2004) analysis regarding colonial lag. From this perdpectt least, any lowering
would have a decidedly endogenous basis.

6.3.3 TRAP: A Comparative Acoustic Analysis

Webb’s (1983) acoustic data, as given in Figure 5.4 on pafjestibws a TRAP vowel with
a fair degree of internal variability. Webb (1983:145) dodes as follows:
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“/&/ has 4 allophones, viz. a sharply retractefibefore dark/1/, a tensedz] before
nasals, a slightly raiseée] before[ o], and the[a] elsewhere”.

~+cor

Webb’s (1983) TRAP allophones

trap

F1/ Normalized

3 2 1 0 1 2
F2/ Normalized

Figure 6.12: Webb's (1983) TRAP allophones

Figure 6.12 provides a visual representation of Webb’s3188ur TRAP ‘allophones’.
While there is certainly evidence for retraction before [fifig, any conclusion relating to
the other three putative allophones remains highly spteelgiven the degree of overlap,
degree of variability and number of tokens analyzed (23Heremaining three categories).
The possibility of a tensed, peripheral TRAP vowel beforsafaremains suggestive, how-
ever.
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F1/ Normalized

Part-System A

2 1 0 1 2
F2/ Normalized

Figure 6.13: Overall Results: Part-System A (27 subjects)
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Lexical Set No. of No. of Mea- N-G Tokens O-G Tokens
Tokens surements

TRAP 301 6622 had lass has bat taxes

back bat, bad taxis, bad

ban cap rabbit, van back

abbot bag bang
hat, had
mad ham
lap, sally
TRAP before/1/ 27 594 pal pal

Table 6.2: Summary of TRAP data

With respect to the data collected for the current projeigufe 6.13 on the preceding
page provides a clear picture of the position of TRAP vs. theroSAE short vowels. This
‘picture’ of TRAP is based on data provided in Table 6.2.

From Figure 6.13 on the preceding page, we note that anyrapgaivement appears to
be co-articulatory in nature. There is no evidence, in tigisrg, for diphthongal movement
proper, i.e. VISC. Of more interest, however, is the sligltrtap between the standard
deviations of STRUT and TRAP.

Before dealing with the relative positions of TRAP and STRubwever, it is worth
noting any differences between the current data and thaRéfPrin Webb (1983), as origi-
nally depicted in Figures 5.4 on page 151 and 6.12 on pagela%agure 6.14 on the next
page the two data sets are compared. While there is somep\uetween these two sets of
data, the raised position of Webb'’s (1983) data comparehl thvé current data presents no
surprise, given the fact that the former was produced by & @nadl in spontaneous speech.
It is only natural that the data should present a somewhat naised and thus Broad value.
The larger standard deviation of Webb’s (1983) data alsdséz be noted, however. As
discussed ir6.3, and as depicted in Figure 6.12 on page 196, Webb (19&3)sdour
separate allophones for TRAP in SAE: TRAP before fiiad]l TRAP before nasals, TRAP
before[ /o] and an unmarked TRAP allophone; all of which accounts, pnesily, for the
large degree of variation present. The fronted value for PR&fore nasals is, presumably,
also meant to indicate the possibility of a tensed and pergdhiTRAP vowel and thus evi-
dence for ‘shorfa’-raising a la Labov; a theme also taken up by Jeffery (1982) and Bailey
(1984), and as discussedd@. 3.

The standard deviation for TRAP in the present data is, thpggmonstrably less;
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F1/ Normalized

TRAP: Comparison with data from Webb (1983)

webb raw .

trap

2 1 0 1
F2/ Normalized

Figure 6.14: TRAP: Comparison with Webb (1983)
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F1/ Normalized

putative TRAP allophones

1 0 1
F2/ Normalized

Figure 6.15: TRAP: Putative allophones
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‘Allophone’ Tokens No. of Tokens

Unmarked abbot back bag cap lap, 123
rabbit, sally, taxes taxis

[reor] bad bat had has hat, lass mad 133

Before nasals ban bang ham van 44

Table 6.3: Putative TRAP Allophones

thus indicating, perhaps, less allophonic variation. Thisonfirmed in Figure 6.15 on the
preceding page where there is obviously no evidence for Hoghenic variation in the
current data. In Figure 6.15 ‘v’ indicates unmarked TRAPTRAP before non-sonorant
coronals and ‘n’ TRAP before nasals. The graphic repredentaare based on data derived
from the midpoint of each vowel. The various ‘putative’ glfmnes have been based on the
data outlined in Table 6.3.

In §3.4.2, and also briefly i§6.3, Bailey's (1984) observations about possible tensing
of TRAP, particularly before a finaly/, are mentioned. Fortuitously, at least one token in
the current research met the required conditionbasmg Unfortunately, however, only O-G
subjects were asked to read this token, leaving only 9 tokéttss word. As Figure 6.16
on the next page clearly shows, there is not much differeet@den TRAP generally and
TRAP before final/y/, at least in terms of the position of its mid-point. Whatédittaising
there is easily attributable to chance especially givenldtienumber of tokens. Whas
interesting, however, is the direction of the spectral moset i.e. for most TRAP tokens
the spectral movement is from ‘out’ to ‘in’; whereas in theseaf TRAP before finaly/
there is movement (and larger movement than for TRAP in gdénfeom a central position
to a more ‘peripheral’ and close one. This is no doubt attabie to the influence of the
following velar sound, as pointed out by Bailey (1984:13n&élf; whether one would want
to call this ‘breaking’, however, is another story.

Moving on to the comparison between SAE TRAP and TRAP fouriRRrand the other
Southern Hemisphere Englishes, Figure 6.17 on page 20&psothe necessary compar-
ison. In Figure 6.17 one notes the lowered position of RP TRRPand ‘r’), the closer
position of Aus TRAP (‘A, ‘a’ and &) and the dramatically close position of NZE TRAP
(‘N’ and ‘n") 3°; all of which makes perfect sense given a reading of the aele\terature.

39The RP citation-form (R) and connected-speech (r) femaisicer data is from Deterding (1990), the AusE
data is from Watson, Harrington and Evans (1998), Cox (2@@@) Butcher (n.d.) (A, a andrespectively),
while the NZE data is from Watson, Harrington and Evans (1298 Easton and Bauer (2000) (N and n). The
reader is reminded that all the Ausk and NZE data is from femahd in citation-form.
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Figure 6.16: TRAP before fingl/
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Figure 6.17: SAE TRAP vs. other English accents
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We note too that SAE TRAP finds itself solidly between the AasH RP values. What this
comparison seems to suggest is that SAE, similar to whasisritbed by Fabricius (20@y
for RP, is in the process of undergoing a re-positioning ®STRUT and TRAP vowels
i.e. with the later (eventually) lower, as opposed to (falgyehigher, than STRUT; or, al-
ternatively, in the process of merging these two vowels. [@Vhiis perhapsthe case that
a lowered TRAP in SAE is a case of (British-influenced?) hgpmection, it is, however,
more than certain that it has not undergone the degree ohdanoraising of TRAP found
in NZE. This makes sense given the stereotyped value of & Ai&AP in SAE. While
a raised TRAP was in all likelihood an input into the develeminof SAE, its indexical
value has prevented further raising and perhaps lent,iiselfabov’s (1994) terms, to the
reclassification of this vowel as lax rather than tense. Withis framework a further low-
ering of TRAP would make perfect sense. From this perspedtiis probable, too, that
any evidence of TRAP tensing and ‘breaking’ (as in TRAP befay), is as much aelic
of a Pattern 4-type shift of the short front vowels as TRARIngj is. It this regard it is
apposite to repeat the observation by Evans and Watson:(@@#)4hat a similar process is
underway in AusE; in these authors’ words, “our data combinih the data displayed by
Cox (1996) . ..suggests that A/ has been lowering from a much higher position over a
50 year period at least”; it appears that Siightbe undergoing a similar process.

Figure 6.18 on the next page compares the current SAE ddtativat from Torgersen
and Kerswill's (2004) Ashford data. The bullets show mednesfor each older-generation
female, while the diamonds show data for the younger fema&Mesnote immediately that
SAE TRAP is as lowered as that of Ashf6?d This provides clear evidence for TRAP-
lowering in (recent) SAE, whether viewed as a hypercoroactir as an endogenous move-
ment. As has been mentionedi 14, TRAP-lowering appears to be the impetus for SECS;
which in turn suggests that SAE has undergone this lowenddas initiated a process that
might eventually lead to developments similar to those &e#me southeast of England. As
seen ing8.4, as well as in Figure 6.13 on page 197, STRUT is, howeulty;front and has
not yet begun to retract under the pressure of the frontedA RAvel.

6.3.4 TRAP: Synopsis

By all accounts, GenSAE, along with AusE, is following RP dnel southeast of England
more generally, in lowering its TRAP vowel. Whether this s endogenous change or
simply a hypercorrection is, as yet, unclear; although mjitreat, as far as the author can

4°The somewhat more centralized position of TRAP in the Ashfiata is almost certainly due to the ad-
mixture of citation-form and connected-speech data.
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TRAP: Comparison with Torgersen and Kerswill's (2004) Ashford data
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Figure 6.18: SAE TRAP: Comparison with Torgersen and KdFsw004) Ashford data
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ascertain, there is no overt consciousness of such lowanrang SAE speakers, it is more
likely to be the former. What is clear, though, is that botasth accents differ in this re-
spect from NZE which has shown substantial (secondary) TRédhg, which of course
raises the question why NZE English has broken off from theeiotwo main Southern
Hemisphere accents in this way.

More generally, the lowering of the short front vowels asrtisese various ‘Southern
accents’ constitutes a challenge to Labov’'s (1994) Pattennd the Southern Shift. In par-
ticular, what needs to be explained, is the mechanism byhwthiese supposedly peripheral
and tense vowels were reanalyzed as lax and non-peripliesal allowing them to ‘fall’.

If, in addition, it can be shown that TRAP-Lowering in SAE iadeed, an endogenous,
structurally-motivated change, and not simply a hypessiron, then there is evidence,
given the fact that this movement appears to be a ‘prestigeen, anti-BrSAE one, for an

imminent SECS-like chain-shift, but one driven from ‘abovihis would seem to correlate
in some important, but as yet unclear, fashion with Labo%89@) observations, briefly
dealt with in§2.3.2.1, concerning reverse chain-shifts and their ‘ssurcthe upper end of

the socioeconomic spectrum.

On a diachronic level, the source of the traditionally rdi3&AP vowel in SAE can,
obviously, not be the accents brought over from the northrafl&nd, given that such ac-
cents have predominantly had an opajdlike value. One of the primary sources, therefore,
must have been the Cockney-like raised TRAP brought thr@ighPerhaps more impor-
tantly, we have noted above §6.3.1, that a pre-20-century version of RP also had a raised
TRAP. The confluence of these two values in, for exampleyekhannesburg, coupled,
perhaps, with some late-4Qentury raised variants brought in by working-class spesk
from the southeast of England, was presumably enough taesdéca place in the SAE
vowel repertoire. The effect of north-of-England valuestloa linguistic mix was further
reduced by the fact that at least some of the NE speakers vmauttlendeavored to use the
more prestigious RP value.

6.4 FACE, DRESS and FLEECE (FDF)

In Labov (1994:160), FACE and FLEECE are transcribede@g and /iy/ respectively,
emphasizing the glided nature of these vowels. Labov (1984:162) notes, however, that
there are a number of dialects in Scotland, Ireland and thod-England, as well as a
number of American dialects with a “strong non-English staiem” in which either (or
both) of these vowels are not subject to diphthongizatioimphibongization of FLEECE
is clearly linked, historically, to the south-of-Englanddathus common in many ETES,
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particularly those involved in the Southern Shift. As engibed by Labov (1994:211),
FACE is perhaps the most well-known variable in the accehSonthern England, with
an open version constituting “a well-recognized and losigalished social stereotype”. It,
along with DRESS and FLEECE, forms as essential compondralmdv’s (1994) Pattern
4, with a lowered FACE often viewed as the initiating forcatlué pattern. As illustrated in
Figure 2.13 on page 61, in terms of this pattern FACE and DREB&p’ positions, with
the nucleus of FACE appearing on the nonperipheral traclsahgkct, in terms of Principle
Ila, to lowering. DRESS, on the other hand, finds itself onghgpheral track and is thus
subject, in terms of Principle I, to raising. The loweringR&CE often leads, pull-chain
fashion, to the diphthongization of FLEECE. Thus, for extenpabov (1994:173) shows
that in Cockney a diphthongized FLEECE vowel (with the nuslen the nonperipheral
track) is an essential step in a Pattern 4 (Southern)-Diptaftshift. It is clear, however, that
in some accents displaying other Pattern 4 features, theusiof FLEECE, on occasion,
remains in high-front position; as pointed out§a3.2.1 this is is the case in Norwich.

6.4.1 FDF: Other Accents of English

Received Pronunciation: For RP FACE, Lanham (1967:41) giv{aﬂ33{[g>]} “or slightly
lower” for the nucleus angi]??{[1]} for the off-glide, “which is seldom lost”. In-
terestingly, according to this author, the nucleus has arlgienid-central quality
and does “not have the quality §] ...assigned ...by Jones and Ward” (Lanham
1967:39) i.e. evidence for a Pattern 4 movement in RP. WEl8Z:293) stresses the
variability of this vowel in RP and for the nucleus defines agazof the traditional
vowel chart bounded by the following three qualiti¢s: e, €]. According to this au-
thor, the closest and most monophthongized variants aracesistic of U-RP, with
an older variant having a nucleus close to Cardinal 2 and & mement variant hav-
ing “an almost monophthongéte ~ e:]{[ee ~ e:]}" (Wells 1982:293). Cruttenden
(2001:130) concurs with Wells (1982) and gives the valuesseneral RP afer ~
e1], with Refined RP having a diphthongal variant with a starfieint close to Ct]
as well as a monophthonggat].

For RP DRESS, Lanham (1967:32) claims two main allophones:

1. The unconditioned one which he gives as"'EEr’}{[g]} in words such abeggar
andrent

2. DRESS beforgl/, which is lowered and retracted o]>?{[#]} as inwell.
As with KIT (Chapter 7), in the case of DRESS, the closer andenperipheral the
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vowel generally the older the speaker of RP: faf with a quality approaching [€]

is typical of Refined RP” (Cruttenden 2001:110); more opeth@ntral qualities are
generally associated with younger speakers (Wells 1982.:2%his change in RP
DRESS has been identified by Hawkins and Midgley (2005:183)at of a more
general chain-shift of the DRESS, TRAP, GOOSE and FOOT vawtiet former two
becoming more open, with the latter two becoming more frdared unrounded and,

as discussed i§2.14, a more open DRESS vowel is a part of the more general SECS
Shift. Cruttenden (2001:110) givgs ~ ¢] while Lass and Wright (1985:138) give
[e]{[e]} for General RP DRESS.

For RP FLEECE, Lanham (1967:41) providelg?{[1]} for the nucleus anf]**{[i]}
for the off-glide, but does claim that the glide is sometirtess, with the vowel sim-
ply being lengthened. As confirmed by Cruttenden (2001:10f%) FLEECE in RP
is diphthongized: “The vowel is often noticeably diphthamgl, especially in final
positions. A slight glide from a position near [tg is common among RP speakers,
being more usual than a pure vowel”.

The Other Accents of England: As stressed by Cruttenden (2001:130), an even more open
starting point for FACE is characteristic of a whole rang&anflish English accents,
mostly as a result “of a more general change known as theh®aoutiphthong shift’,
typical of London, Birmingham and the south and midlandsrgl&nd”. Thus Cock-
ney hagai] according to Cruttenden (2001:130), while Wells (1982)3fiVes|[¢ ~
er]{[€ ~ e1]} for “popular London” ander ~ ar] for “broad Cockney”. Of interest,
though, is Trudgill's (2004) observation that, with resptecthe broader southeast
of England, a diphthongal FACE vowel, let alone a Diphth&tuafted FACE vowel,
was still somewhat of a rarity in the nineteenth-centunyugill 2004:52-5); in other
words, many regional accents of the southeast of Englamtidfarourse elsewhere in
Britain) had, well into the 19-century, still not undergone the pre-Diphthong-Shift
Long Mid Diphthongization ofe:] to [e1]. This applied to an even greater extent to
the accents of the north of England.

For DRESS, Cruttenden (2001:110) points out that tracifignCockney has a rel-
atively close variety which “may additionally involve a @d towardqi]|”. However,
for London and surrounding areas, Torgersen and Kersviid42 mention a lowered
DRESS vowel as being part of the broader, more recent, SHIS-As pointed out
in §6.3, such lowering is conceived of as being a response to FTRWEring, the
initiating move of the SECS-Shift. Trudgill (2004:46—7paes for closer values of
DRESS in mid-nineteenth century “RP and other southea$fagiish English ac-
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cents more generally”. For the north of England, Wells (1988) implies a value
for DRESS that is traditionally lower than the RP one.

In the case of FLEECE, glides with starting points more @disied or open thafi]
are unlikely in (General) RP and are more characteristi@gional British varieties
such as Cocknejpi] or Liverpool [ii]. Interestingly enough, Refined RP shares a
centralised nucleus with Cockney. On the other hand, Bstaaglist is likely to
have inherited an extra degree of diphthongisation fromk@ey itself i.e. above and
beyond that found in General B The historical status of FLEECE is of particular
relevance, given claims by Trudgill (2004:59) that the diygimgisation of this vowel
was hardly underway in the southeast of England by the nmidtaenth century. On
this analysis, a diphthongal FLEECE vowel was unlikely toistdute a major in-
put into SAE as well as other Southern Hemisphere Englisiied,its subsequent
diphthongisation in Aus and NZE was thus, in all likelihpdle result of an en-
dogenous ‘drift’-like development. For the north-of-Eaigtl, and according to Wells
(1982:357), “The FLEECE Merger ...has not been carriedudinoeverywhere in
the north .. .thus in a broad swathe through the middle noektis [mi:t] but meat
may be[miot]”. Historically, this implies the input of at least some ‘putokens of
FLEECE into the early SAE mix.

The Southern Hemisphere Englishes:For FACE in Cultivated, General and Broad AusE,
Wells (1982:597) giveger], [a1] and[air ~ a-i]{[am ~ air]} respectively. Harrington
et al. (1997:174) provide acoustic evidence for a lowerest farget for FACE in
Broad AusE.

For DRESS, Cruttenden (2001:110) points out that Ausk hassarcvariety which
“may additionally involve a glide towards|”. A more peripheral DRESS vowel (i.e.
higher k) appears to be associated with Broad as opposed to GeneZaltvated
speakers of Ausk (Harrington et al. 1997:163).

NZE has a particularly close quality for DRESS (Wells 1987 with Gordon et al.
(2004:26) givingle] as the general value, with an even clog¢and slightly opener

[e] being the more advanced and Cultivated values respectikelyording to Evans
and Watson (2004:195), “the NZFe/ vowel may now be of a similar height and
fronting to NZE/i:/”. The two extremes of RP and NZE can be appreciated by com-
paring the acoustic data represented in Figure 6.19 andd-&80 on the following
page, which provide data for RP and NZE respectively. It khine noted again

41| ondon Regional RP - see Cruttenden (2001:81).
42See Rosewarne (1984) and Rosewarne (1994:6) in this regard.
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that, in the case of NZE, the raised DRESS vowel is, accordinfpr example Lass
(2004:374), not attributable to the original input, but arengecent innovation, a fact
also discernable from inspection of Figure 6.20, which carag old and new NZE
dat#3. As confirmed by Evans and Watson (2004:195), DRESS in Aus&nier
than in NZE, with the former having remained relatively $adver the years.

NZE and Ausk FLEECE show a degree of diphthongisation (L885:88) irrespec-
tive of the social background of the speaker. Thus for AusEllsN1982:597) pro-
vides a cline of valuegji ~ # ~ o1i]*, the first characteristic of Cultivated AusE, the
second of General Ausk and the third of Broad Ausk. Harrimgtioal. (1997) pro-
vide acoustic evidence for diphthongization of FLEECE irsBuwith Broad accents
showing the greatest movement. Interestingly, these estileo provide suggestive
(though tentative) evidence for a movement away from suphtbongization: “it
may therefore be that ... there is less of a tendency for youslg talkers to produce
more extensive/i/ onglides than older male talkers” (Harrington et al. 1988)1
For NZE, Wells (1982:607) mentions a degree of diphthoriina although not as
dramatic as that found in Ausk []{[i]} is given as the most retracted value for
the nucleus. Interestingly enough, the English of TristarCdnha has a completely
monophthongal FLEECE vowel, while Falklands Islands Estgtlisplays the typical
diphthongal Southern Hemispehre variety, with a value énrtfgion of{xi] (Trudgill
2004:51).

The U.S.A.: In the US South, FACE swops position with DRESS, a centralemment in
Labov's (1994) Pattern 4. In Philadelphia, in contrast, vaeenthe “fronting and
raising of the nucleus of checkedy/” (Labov 1994:60), often to the point of over-
lapping with FLEECE and contrary to the Southern Shift, tmrt,the other hand,
the standard lowering of the nucleus in FACE in open sylalgay. inday (Labov
1994:81). As mentioned i§2.3.2.1, this behaviour appears to be part of a retrograde
movement away from the Southern Shift.

For the US South, DRESS forms a prominent role in “the reV@nsecoustic position
of the /ey/ (bait) and/e/ (bef) class” (Fridland 2008:69). As confirmed by Wolfram
et al. (2004:345), a common Southern feature is a partiajenef DRESS and KIT
such thapin andpenare pronounced identically i.gpm]. In Philadelphia, a lowered
and backed DRESS vowel appears to be an incipient changgg alith a similar
movement for KIT as well as STRUT-raising (Labov 1994:82).

43Also see Torgersen and Kerswill (2004:29) in this regard.
“Wells (1982:xvii) giveq#] as being equivalent td].
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As confirmed in Fridland (2008:69), the lowering movementoEECE onto the
non-peripheral track (i.e. its diphthongisation) is alscoanmon feature in the US
South, although in the case of Philadelphia (traditionallgouthern accent) there
appears to be little evidence of FLEECE diphthongizatioaby 1994:211).

6.4.2 FDF in SAE: The Impressionistic Data

Hopwood (1928): According to Hopwood (1928:13) .81 > .. .éi or ei” for SAEP FACE.
The first value above, i.¢¢i], is, according to this author, prevalent in AE and is a re-
sult of substituting the Afrikaans diphthong in words suslei@r ‘egg’, my‘my’ etc.
The more open (Broad) value, i.gi], is seen as being mainly Cockney-influenced.
Note that, in general, Hopwood (1928:33) claims a more tarnssulation of the sec-
ond element of diphthongs in SAEP, thus accounting forittlement in the SAEP
values for FACE given abote.

Interestingly enough, Hopwood (1928:24-5) also gives tossbilities for the DRESS
vowel in SAEP. Firstly, he claims that.¢ > e(*) in stressed syllables, due to A.
[Afrikaans] spelling and sound substitutions” (Hopwoo®&24; my parenthesis).
The author, however, provides an alternative which is fhpbecomegé]. Hop-
wood’s (1928) explanation of the origin of this latter valigeas follows: firstly, he
points out that in the case of weak vowels in non-final pasifi®.3), SAEP often fol-
lows the Scottish English example of using a stressed vogeRP[glednis] ‘glad-
ness’ becomegglednés] in SAEP. According to Hopwood (1928), SAE—speakers
then extrapolate this value to stressed syllables; thuglRF)| ‘dress’ becomes SAE
drés (note the BrSAE obstruent/). The author then continues by stating that “this
change is considerably aided by the Cockney changetoft (e.g. “Get out of it”
becomes Cockney E.: “Gitahtuvit”...)” (Hopwood 1928:25).

For FLEECE, Hopwood (1928:31) claimsj{[i'i]} >i{[i]} ori, a shortening, puri-
fying, and sometimes tensing of the E. sound”. Thalue almost certainly belongs
to BrSAE or AE, particularly in terms of its shortness.

Hooper (1945; 1951): Hooper (1945) illustrates quite clearly that an open andhcétd
first element in FACES is associated with a relatively lower social-class statis a
well as with being male and younger. Hooper (1951:84) is unguous about the

“SIn fact, thei should rather be transcribed, in Hopwood’s (1928) termd,ias as moderrji] instead of
modern[i] — in off—glide positionj would be used for the latter. This analysis is, in fact, comdid later by
Hopwood (1928:33) where he transcribes SAEP ‘laylés

“®Hooper (1945) givefor].
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supposed source of the FACE value in SAEP, and is referringhiat follows to the
rather open Cockney-like onset to this vowel:

“...one or two characteristic South African pronunciati@re very similar to
pronunciations regarded as inferior socially in Englarat. €&xample, words like
gate pale train, tend to be pronounced in a way that sounds to English ears
very like a Cockney pronunciation. In fact, it is almost e@ity another case of
Afrikaans influence and not Cockney at all”.

Breckwoldt (1961): Breckwoldt (1961:7) gives raised values for the DRESS voinel
SAE: [e ~ é ~ 1]. Peculiarly enough, Breckwoldt (1961:7) provides a morerop
value for FLEECE giving, by way of examplesi!d > re:d”.

Lanham and Traill (1962), Lanham (19647?; 1965): Unlike Hopwood (1928), Lanham and
Traill (1962:29) claim that in non—-SARP SAE FACE vowels atem@acterized by
“the weakening or complete loss of up—glides after the lowels of complex nu-
clei” (Lanham and Traill 1962:29; footnote 29). With respecFACE in ‘SARP A,
Lanham and Traill (1962:29) claif]*® or [0]*3/53 for the main vowel, with1]?%/33
as the endpoint of the up—glide; thiug ~ o-€]. On the other hand, SARP ‘B’ has
[0]** for the vowel and a slightly more fronted up-glide terminugg; simply [o1].
Non-SARP SAE takes the retraction of the vowel furthefdd*>*{[o-]} or even
[5]°#64{[3-1} with a very weak and short glide following. This general pietis con-
firmed in Lanham (1965:93), who predicts a gradual lowerifithe onset with an
eventual value for SAEP in the region of the STRUT vowel.

For SAEP DRESS, Lanham and Traill (1962:22) give*f5]{[¢]} or [E]*}{e}, with
the former being more characteristic of their SARP ‘A’ groapd the latter more
common in their SARP ‘B’ subjects. Even for the authors’ SABPgroup these
values seem surprisingly open, and very close in fact to ypedl RP[c] value.
Still, the authors do mention that “the tendency to raiserémesentative ofe/ is
a trend in SAE,” (Lanham and Traill 1962:22), referring he doubt mainly to
non-SARP SAE. This is confirmed further in Lanham (1965:98pwlaims that, for
example Ywen/ whenand /red/ red are pronounced witfe] or raised[e"]{[¢]} by
the majority of English-speaking South Africans”. Lanhandalraill (1962) also
mention the influence of a followingl/ on this vowel. For words such asll the
value[£]°62is given, thus approximatelf¢]: “sell sounds likeSaland the acoustic
distance between these words is noticeably narrower tharebapetandbat’ (Lan-
ham and Traill 1962:22). A similar value for DRESS befgtgis given in Lanham

213



(19647?:30): “the vowel written & . sounds like (a) in hathen followed by’l. Lan-
ham (1965:93) givefz] as the SAE value, and claims that “the contrast /«/ is
neutralized beforgl/. Many children can no longer distinguigif from Alf”.

Lanham and Traill (1962:8) claim that in SARP the FLEECE vbreeeives a short
up—glide and does not have a single vowel quality, althoubk glide is very short
and easily lost . . .in environments conditioning ‘shortbphones ...[and] ... under
tertiary stress” (Lanham and Traill 1962:29; my parentlesi he main component
of the vowel is given by these authors[@&?{[1]} or [1]2Y22{[1]}, reaching[i]**{[i]}
on the up-glide. Lanham and Traill (1962) claim a highemtes and purer vowel for
non-SARP SAE.

Lanham (1967): For FACE, Lanham (1967:86) givea]>¥/®* {[3]} as the value for the
onset of this vowel in non-conservative SAE. According tmham (1967:92), the
glide reachegi]>®{[i]}. For conservative SAE the author giveg**{[o]} for the
onset and1]??{[1]} as the termination of the glide, although in non-CV syllakiee
glide is shorter.

Lanham (1967:66) provides somewhat more retracted vabreBRESS beforel/

in SAE, the most retracted value beif]®*{[¢]}. Later, Lanham (1967:81) provides
an even closer value for DRESS in non-conservative SAE:rthen is[e]>*{[e]} or
somewhat lower wittiee]>2/63{e.]} occurring before/1/”.

According to Lanham (1967:89), for SAEP FLEECE, monopht@nvariants are
also attested to, the author givifig|?*{[e:]} or ?2{[1:]} as possibilities even inon-
servativeSAE*’. For non-conservative SAE FLEECE, Lanham (1967:64) onhgg)i

a high, front value afi]**/??{[i:]} for the most extreme forms of non-conservative
SAE i.e. those under Afrikaans influence. The more commoueva claimed to
be [r]?}{[e:]} (Lanham 1967:89), thus overlapping with conservative SABdme
degree. This author also mentions the possibility of a cetchallophone before final
/1/: [123{[i]} or 2*{[i]} (Lanham 1967:66;89).

Lanham (1978), Lanham and Macdonald (1979), Lanham (1982)Lanham (1978:151)
identifies a backed and lowered FACE vowel, with glide-wedhg especially before
/1/, as a defining value of BrSAE but also mentions that it is foim@enSAE as

“’Note that the use of the half-length symbial in Lanham’s (1967) transcription system appears to be a
phonemialevice and does not reflect phonetic fact. This is borne ougXample, by the author’s transcription
of leaderin non-conservative SAE g8i'do/ phonemically, bufli:ds] phonetically. Half-long vowels in SAE
are mentioned however as being characteristic of “certaireme forms of SAE, particularly in the Eastern
Province [Eastern Cape Province in modern terms].” (Lanh@6v:90; my parenthesis).
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well, particularly in less formal styles. This value for FEGs “often corrected and
therefore idiolectally involved in prominent stylisticnation . .. [and] . .. is above the
level of ‘social consciousness’ in English cities” (Lanhd®78:151l; my parenthe-
sis). The author also links this trend to similar developta@mBritain (e.g. Cockney)
and Australasian English. Lanham and Macdonald (1979:d8)little new, giving
[A€] as the most advanced variant, with more advanced variarksdito a greater
degree of ‘Broadness’. While involved in style-shiftingdacorrection, the variable
appears to be stable with no evidence of receding. A backeebred and glide-
weakened FACE vowel is often correlated with a similar GOA&Wwel (58.3) and is
identified as a GenSAE variable.

For DRESS, Lanham (1978:152) confirms the general pictuwreiged above, giving

a (e]-value (or higher) for the most advanced value of DRESS. rfifnent in Ext
SAE [BrSAE] and pervasive in general SAE. Limited eviden€saxial conscious-
ness, but not usually corrected” (Lanham 1978:152; my phesis). Vowel retrac-
tion before/1/ towards ar{a]-like value is confirmed, with Lanham and Macdonald
(1979:43) giving[&] as the most advanced GenSAE variant. Lanham and Macdon-
ald (1979:46) identify a close DRESS vowel as a GenSAE virialith a cardinal

2 quality or even closer. The authors imply an implicatiolirak between a close
DRESS vowel and a close and glideless SQUARE vo#&P)) i.e. if a close DRESS
vowel exists in a particular idiolect it is likely that a ckosnd glideless SQUARE
vowel will exist in that same idiolect. Lanham (1982:33%inls that “in general, the
movement toward cardinal vow§d] ... has not come to a conscious level of social
awareness”.

Lanham (1978:153) mentions a raised and fronted FLEECE hasvbeing charac-
teristic of BrSAE, and gives Afrikaans as the origin for thidue.

Lass and Wright (1985; 1986): Lass and Wright (1985:137) confirm the considerably raised
status of DRESS in SAE, giving the characteristic valuegeas €]. Notice that a
slightly centralized Cardinal 2 for DRESS overlaps with £asnd Wright's (1985)
value for RP KIT; see Chapter 7. These authors also confirncgh@&alization and
lowering of DRESS before findl/ (Lass and Wright 1985:155) as well a less-raised
version in CulSAE (Lass and Wright 1985:156).

Lass and Wright (1986:209) confirm that the DRESS vowel isafrtbe three vow-
els involved in the ‘chain-shift’ mentioned §§8.4.3, the others being KIT and TRAP.
More specifically, in relation to the hypothesis that theueal for these three vow-
els are due to the original input brought by the originalleet it is worthwhile
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mentioning that “raising of ME/e/ is attested as early as the 13th century ...and
is stigmatized in the 17th century as vulgar” (Lass and Wrii86:209).

Lass (1990; 1995; 2004)For his middle-class Cape Town subjects, Lass (1990:278-9)
gives an onset in the region §f] or [e] for FACE. While [e1] appears to be com-
mon, the diphthong is in other cases often extremely namaivé sense that there is
not much difference in quality between the first and secontamof the diphthong,
creating a near-monophthong e.ge] or [ee]. The impression of monophthongi-
sation is, according to Lass (1990:278), hightened by tbetfat the first mora is
longer than the second i.¢ere ~ e'e]. Lass (1990:279) also states that it is his im-
pression “(not yet subject to quantitative analysis) thatnarrower diphthongs are
more typical of female speech than of male”. Given the mottupigal nature of
SQUARE in SAE, the potential for confusion between FACE aQUBRE is obvi-
ous — seg9.2 below. This author confirms that the more extreme thetatihe more
open and retracted the onset. Thus Lass (1990:273;27%xé&onple, givesir ~ i1]
as extreme variants.

According to Lass (1995:99), the value of the FACE vowel inESi& an important
social marker. In general, “the closer the onset is to STRhEMore Extreme” (Lass
1995:99). For this author, CUlSAE and GenSAE have an RPHiKediphthong as
the norm, although “in some younger (and especially) ferRaspectable speakers
the second element is very short and rather peripheral agal, g that the nucleus
is almost monophthongal”. Male GenSAE speakers may, on tther t(iand, verge
towards a slighly more open value such[as~ 1], while BrSAE speakers have
even further retracted and open values, sudrias i1 ~ a1]*2.

Lass (2004:377) confirms the socially-marked nature ofubigel also emphasising
the degree of variation. The earlier analyses are confirthednost typical value for
GenSAE speakers is given gs]; these speakers rarely go “lower thge)], except
among older Jewish speakers” (Lass 2004:377).

According to Lass (1990:276), DRESS is a half-close frontelahat is often cen-
tralised i.e.[e ~ €]. Itis also, in GenSAE, often slightly raised abovg:[Josition

in the speech of women: thifis~ €]. This vowel is thus “close enough to RP or sim-
ilar [1] to cause perceptual problems for outsiders” (Lass 199).2¥6discussed in
Chapter 7, RP KIT is, according to Cruttenden (2001:109npunced with a quality
of “a centralised ] = [€]". Lass (1990:276) givef] as the value of DRESS before

“8|n the original, the first option is given 4si]. | have assumed that this was a typological error.
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final /1/, “a natural response to uvular co-articulation”.

Lass (1995:97-8) claims that the DRESS vowel is not an imapbgocial indicator,
giving its value at around Cardinal 2, and confirming thasislightly higher for
female speakers in non-CulSAE varieties. It is also ofterireéized, “approaching
the fronter KIT allophones” (Lass 1995:98). As far as DRE&®te final-/1/ is
concerned, Lass (1995:98) has the following to say:

“The pre<1/ allophones in Extreme SAE often have a precedifigespecially
initially and after/h/: help [(h)jetp]. In some Respectable and Extreme, this
vowel lowers and retracts before dgilk, to arounde] or even[z]".

Lass (2004:376) adds that, in BrSAE, DRESS is raised apgv@lthough more in
Coloured than White speakers). “It is never so high as to em@ag innovative NZE)
with shorter realizations of FLEECE” (Lass 2004:376). Théar also mentions, in
the case of CUISAE and GenSAE, the (occasional) hyperd@neio a morde]-like
quality.

According to Lass (1990:277), FLEECE is ‘pure’ in all vaigst of SAE, with no
glide to[i] (e.g.[1i]), a fact which this author reports as surprising given thertlion-
vernacular-like forms” prevalent in SAE, particularly BXB. For Lass (1990:277),
the phonetic quality is either nearly Cardinal 1, or a slightore retracted and low-
ered value. According to Lass (1995:98), this vowel is irafay [i:]: a “long close
vowel [i:] in all varieties, with no social variation”. Likewise Las¥)04:376) claims
that, with respect to FLEECE in SAE, “values likg, oi] do not occur in any varieties
| am aware of”.

The remaining sources: Wells (1982:614), while confirming the correlation betwesen
more open and more back starting point for FACE and ‘broaglnasSAE, gives
rather close starting points for GenSAE i[é5] or [o1]. Advanced (Broad) values
reach[ar] or, with glide-weakening,ae]. The author confirms extensive style-shifting
and sociolinguistic variation with respect to this vowekaBford (1994:481) gener-
ally concurs with the above description, linking the CulSvEiant with a front, close
and narrow RP-like value and, drawing on Lanham and Macdofi#l79), charac-
terizing BrSAE as having a retracted and more open, glidekereed FACE vowel
with [4°] as the most advanced vari&ht

“SThis is, in fact, a reconstruction of what Branford (1994:18hould have written. The original is as
follows:
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Da Silva (2007:117) mentions possible valuegedf, [e1] and[a1] for FACE, making a
general connection between the lower values and BrSAE arikiaahs English and,
with respect to the Greater Johannesburg region in paaticabting that “a lowered
first vowel is characteristic of residents of the East Rafdyeas such as Boksburg,
Benoni and Edenval&®. The inherent variability of this vowel is, furthermore,rhe

out in her results which, in the case of her primarily ‘whilect 1, shows an almost
equal distribution of hefar] and[ei1] variants; understandable given the conversational
Labovian-style nature of her interviews (Da Silva 2007)159

For DRESS, Wells (1982) generally agrees with the foregasggssments, givirié]

as the value of DRESS before find) and confirming the neutralization of DRESS
and TRAP in this environment in SAE (Wells 1982:617). Bradftii994:474) gives
the range of DRESS in SAE as CulSAf to cardinal vowel no. 2 or even higher
at the Broader end of the scale. According to this author d filfaconditions a
[&]-quality. With respect to the non-CulSAE variants, Bradf(t994:477) adds that
“The DRESS vowel was similarly higher, at any rate for someagers, in southern
British lower-class speech in the 1830s”. According to Bownen (2004:936-7), the
realization of DRESS is around cardinal 2. The author adel$affowing comments,
however:

“...though it is lowered tde] in Broad, sometimes approachifeg], especially
before[1]. Some varieties of Broad and General WSAfE place this vovggidr,
around raisedle] or lowered[1]"

This seems incorrect on two levels. Firstly, it implies thatside of the context of a
final /1/, alowered DRESS vowel can be an indicator of a Broad accémt opposite
would, surely, be the case i.e. a lowered DRESS would, iftangt be an indicator
of a CUlSAE accent. Secondly, the author, in all likelihoaldo meant a lowerefd],
as opposed to a loweré¢d, for the raised variant.

Interestingly enough, Bailey (1984:16) gives traditidypahonosyllabic words such
as feel real etc., which have FLEECE before fingl/, disyllabic status in SAE

“Lanham & MacDonald (1979: 46) describe this glide for brea@AE as ‘backed, lowered,
glide-weakenedlai]’, with [A°] as its most advanced variant” (Branford 1994:481).

This is a misquote (and, in certain respects, a misanalgstbe original, which is as follows:

‘Backed, lowered, glide-weakened ... most advanced variaft®]” (Lanham and Macdonald
1979:46).

*'Theprototypical ‘white’ lower and lower-middle class areaslohannesburg.
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i.e. /fiy.ol/ and /riy.ol/. A process similar to this appears to be common in Ausk
(Palethorpe and Cox 2003). Taylor (1991:79) mentions aéextly close and fronted
monophthong,” for SAE FLEECE although he does not indicttesociolinguistic
value. A high-front[i:] is given by Branford (1994:481) for all sociolects of SAE,
although “in more extreme accents it may be higher and morgdd than in RP”
although given that RP is often diphthongized (see aboveqfdrd (1994) must be
referring to the terminus of the glide for this to make sernsshould also be noted
that the symbol used by Branford (1994) for FLEECE in SAR:is As is explained
further in Chapter 7, Branford (1994) appears to be ugihgs an equivalent fafi]
andnot [1].

6.4.3 FDF: A Comparative Acoustic Analysis

Data for Webb’s (1983) FACE and FLEECE vowel is included igUfe 5.5 on page 152.
The position of this nucleus is commented upon by the authdseing surprisingly low
(Webb 1983:161; footnote 9), and it does, indeed, appeave & Broad (AusE-like) value.
As far as the glide of FACE in Webb's (1983) data is concerhedjotes “that glidelessness
is not generally characteristic of the glides presentedglfldv1983:155) in the data:

“The glide in /ey/ is strongly present, being roughly 133Hz higher, and 55#Hz i
“front” of the vowel nucleus in the environmentss and__# and 253Hz in “front” in
the environment_ [-son]. Relatively speaking there is some weakening befasals,

the glide being only 185Hz in “front”.

In other words, there is little evidence of the expectedegliceakening mentioned in
§3.4.3. In a footnote, the author speculates that the absdrglizle-weakening in the data
might be “due to the fact that the author is Afrikaans-spegiki\Webb 1983:161; footnote
8). As already mentioned if5.1.3, at another point in the article, however, the author
states clearly that “Natal English .. . is the variety of Esiglacquired by the author” (Webb
1983:154). If this is the case it seems unlikely that the latklide-weakening can be
accounted for by the bilingualism of the author.

Webb (1983:153-4) believes, furthermore, that the dat#igssthe recognition of two
FACE allophones, one in word or syllable-final position, @igewhere. In Figure 6.21
on the following page, FACE in final position is indicated tagey;,, while the unmarked
allophone is marked witlfiace,,,. While this figure does provide some evidence for the
existence of the two allophones, the matter requires fugkggloration, particularly because
the conclusion is based on formant data from only 12 tokemsn(fone individual), with
FACE in final position being represented by four of theseway, may, placesandmajor.
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F1/ Normalized

Webb's (1983) FACE Allophones

nurse
goat
bath
hoice,
2 1 0 1

F2/ Normalized

Figure 6.21: Webb’s (1983) FACE Allophones
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Contrary to expectations, Webb (1983:149) claims diphgabstatus for FLEECE in
his data:

“Of the twelve tokens in the data eight undergo formant mosetythis is they glide
forward, by an average of 200Hz. In three of these cases ttle i3l also slightly

higher than the vowel nucleus. The remaining four tokensarerstable with respect
to both formant values”.

Interesting too is that FLEECE before find} (the one token igeld) shows no sign of
retractior’.

In Figure 5.4 on page 151, which gives the lax vowels of Wel@88), we have ample
evidence of the raised status of the main allophone of DRES®gll as dramatic evidence
for the retraction of this vowel before a findl/, the two tokens in question beirsglves
andwell. What is surprising here is thdegreeof retraction with the quality being closer to
LOT than any other short vowel, a far greater degree of retrathan generally predicted
by the impressionistic literature, in which the defaultuealiven is usually a centralized
[&]. Impressionistically, the overlap between the DRESS vdyeébre/1/ and LOT has to
do both with the degree of retraction of DRESS in this conéexivell as the fact that LOT
in many South African idiolects appears to have very slightdunding, if at all — se€8.4.
The lowering of k that is usually caused by lip-rounding is thus absent.

Moving on to the current data, Figure 6.2 on page 173 provadgsphic representation
of SAE FACE and FLEECE in the context of the other SAE Partt&wysB vowels, while
Figure 6.13 on page 197 shows DRESS in the context of the sittoet stressed vowels. The
data on which these various graphic representations aesl i@summarized in Table 6.4
on page 223.

Beginning with FACE, as one can plainly see from Figure 6.page 173, this vowel
has a relatively close onset coupled with a weak glide to an eloser position.

The position of this vowel becomes clearer when placed inctirgext of the Part-
System A short vowels, as depicted in Figure 6.22 on the nagép As can be seen the
onset is a little lower than DRESS and the glide ‘travels’ fgosition just above DRESS.
Note that the position of the terminus of the glide is in itedlinterest given that it does not
overlap at all with the fronter allophones of KIT, which wdwe expected from g1]-like
understanding of the trajectory of this vowel. From this fegii also appears that the nucleus
of FACE in the current data remains mostly on the periphdmré is little evidence here for
the laxing and lowering of the nucleus so characteristicookats of English undergoing

®INote that in Figure 5.5 on page 188ece is ‘hiding’ behindfleece
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F1/ Normalized

FACE: Comparison with short-vowels

2 1 0 1
F2/ Normalized

Figure 6.22: FACE: Comparison with Short Vowels
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Lexical Set No. of No. of Mea- N-G Tokens O-G Tokens
Tokens surements

FACE 82 1782 hay, maid mate eight mate
paper

FACE before/1/ 18 396 fail

DRESS 94 2064 bet head bet peck
beck speck
let, red, telly

DRESS beforel/ 27 594 tell tell

FLEECE 58 1276 arena, heed beat beat

FLEECE beforg’l/ 18 396 field

Table 6.4: Summary of FACE, DRESS and FLEECE data

the Southern Shift. Allin all, the data provides supportlfass’ (1990) transcription of this
vowel for his (female) subjects gee] or [ee]. It also, perhaps more importantly, provides
evidence for the non-peripheral, lax status of the DRESSVowSAE.

The FACE data collected as part of this project is in drametiotrast with Webb’s
(1983) FACE vowel, as clearly depicted in Figure 6.23 on thiowving page. This dif-
ference thoroughly confirms the status of FACE as a socioigtig marker in SAE. It is
interesting to note, in this regard, that Webb's (1983) FA@Eel comes very close to
overlapping with PRICE in the current data, as well as PRICB/ebb’s (1983) own data
—see Figure 5.5 on page 152 i.e. either PRICE has not undergaoh of a compensatory
retraction or, as intimated 6.2, has undergone a ‘reverseails-a-visan original and ‘relic’
Pattern 4 shift. It also suggests that PRICE in SAE is far $esseptible to style-shifting
than FACE, in all likelihood due to the stereotyped role thdtacked and rounded PRICE
has traditionally played in SAE.

As was discussed above, and as represented in Figure 6.24ger?@0, Webb (1983)
hypothesizes an allophonic distinction between FACE finatld FACE non-finally. In or-
der to test this hypothesis for the current data, all thertsk# the worchaywere compared
with the overall FACE values. The results are representddgnre 6.24 on page 225. As
can be seen, there is no significant difference.

Figure 6.25 on page 226 provides a comparison of SAE FACE ethier accents of
English. As can be clearly seen, citation-form Ausk has arfare open nucleus than
the SAE equivalent. The terminus of the glide is roughly éqoiahat of SAE though. It
should be stressed here that the Ausk data represented maedilist data; it is thus quite
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apparent that FACE lowering has taken a far greater ‘holdAa$E than SAE. We note
too the more centralized values for RP, a fact which seemsdioate that while Ausk and
RP appear to maintain a laxed status for FACE (in word-ligde¥t SAEP appears to have
(reclaimed?) a peripheral status for this vowel, at leathémore formal styles.

As expected, the position of DRESS in Figure 6.13 on page 694 front and close
one. Of interest, too, is the degree of overlap between KBERRilfit, hit, kit etc.) and
DRESS, a fact which accounts for the confusion that speakesther accents of English
often experience in this regard when listening to SAE spmakse the DRESS vowel i.e.
sexandsix, for example, sound virtually the same. Note too that themoi evidence of a
diphthongal quality to this vowel; it is, by all accountsatly-state.

Figure 6.26 on the following page provides a comparison®@RESS-vowel data pro-
vided in Webb (1983) and the data collected for the same vewéhe current researeh
As is clear from this figure, the height of the vowel acrosstthe data-sets is virtually
equivalent. It would appear, therefore, that DRESS in SABulgject to very little style-
shifting, and does not vary dramatically across importactad parameters. Since Webb’s
(1983) analysis was only based on 17 tokens (from one spegkeunclear whether any-
thing should be read into the higher degree of centralimghi@sent in his data. Such cen-
tralization to[€] has been reported in the impressionistic literature, adily by Lass and
Wright (1985) and we have seen above that the relative positof FACE and DRESS pro-
vide some evidence for the peripheral status of the forméitla@ non-peripheral status of
the latter.

Figure 6.27 on page 229 compares SAE DRESS with DRESS fouRE &nd the other
Southern Hemisphere Englishes. In this figure we note thealieally raised DRESS
vowel of NZE and the slightly lowered DRESS vowel of RP. SAE ESS5, along with
Ausk DRESS, finds itself between these two extremes.

Figure 6.28 on page 230 provides a comparison between thedafeEand that for
Torgersen and Kerswill's (2004) Ashford. As before, diami®imdicate the young-female
data. As in the case of TRARA.3), the more centralized values are, in all likelihoode du
to the use of both citation-form and connected-speech dsdecan be clearly seen, SAE
(and by implication AusE) has not been subject to the sameedegf lowering, if any at all.
This makes perfect sense if we view the southern-hemisgfregéshes as being behind the
southeast of England in terms of the actualization of SEClHlaMboth these accents show
evidence of recent TRAP-lowering, the gap left by this lawgr has, for the time being,

52Webb’s (1983) DRESS data is given as a solid oval, while tha ftam the current research is given as
dotted ovals. The use of such dotted lines in this and latardigis simply a means of making the data easier
to read. Note that in the current figure, the DRESS value ferctirrent data is ‘hiding’ behind that of Webb
(1983).

227



F1/ Normalized

DRESS: Comparison with data from Webb(1983)

- foof,

- : B : A \
diRbbdreskit2 jit3

trap

2 1 0 1
F2/ Normalized

Figure 6.26: DRESS: Comparison with Webb (1983)

228




F1/ Hz

DRESS: Comparison with other accents

200

300

400

500

600,

700

800

900

1000

1100

1200

1300

1400

1500

160

3200

3000

2800 2600 2400 2200 2000 1800 1600 1400 1200 1000
F2/ Hz

Figure 6.27: SAE DRESS vs. other English accents

229

800

600




DRESS: Comparison with Torgersen and Kerswill's (2004) Ashford data

200

300

400

500

600,

700

800

900

F1/ Hz

1000

1100

1200

1300

1400

1500

160 " , , , . , , , f , , T . ,
3200 3000 2800 2600 2400 2200 2000 1800 1600 1400 1200 1000 800 600

F2/ Hz

Figure 6.28: SAE DRESS: Comparison with Torgersen and Kiélis(2004) Ashford data
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not yet led to the relevant pull-chain and consequent DREB®&8ring. While RP (and the
southeast of England more generally) has undergone a diadeaing of both the TRAP
and the DRESS vowel, it would appear that while SAE (and Ausle undergone some
lowering of the former, the latter has remained relativegbke. NZE, on the other hand,
has shown secondary tensing of both these vowels.

The reader is referred again to Figure 6.2 on page 173, whiaddep FLEECE in the
context of the other SAE Part-System B vowels. As can be seen this figure, there is
only slight evidence for spectral movement, and this is ntloae likely due to the presence
of arenaas one of the tokens analyzed i.e. the effect of the precedjhdy all accounts,
therefore, FLEECE in this data is steady-state; ‘pure’.sTikicontrast to Webb's (1983)
claims regarding his own accent, which appears to show fermavement for this vowel.
It should be reiterated that most impressionistic accoohBBLEECE in SAE emphasize
a lack of diphthongization for this vowel in contrast to itshawviour in other Southern
Hemisphere Englishes.

Figure 6.29 on the following page provides a comparison beitwhe current data and
that of Webb (1983). The latter author does not provide Haesfor more than the ‘point
of inflection’; and one assumes that in this case one is dgalith the F-maximum. The
overlap between Webb’s (1983) data and the current datgaranpt, although one should
keep Webb'’s (1983) claims regarding spectral movement ndmi

Figure 6.30 on page 233 compares SAE FLEECE with FLEECE faurfP and the
other Southern Hemisphere Englishes. Unfortunately, mdrkese studies provide more
than one target value for FLEECE so the presence of any dipbtkation has been ob-
scured. It is suspected, moreover, that the retracted valubl’ is a typographic error in
Easton and Bauer (2000:98), where theid-given as 2022Hz. The only ‘trend’ visible is
a slight loweringvis-a-vis RP. Easton and Bauer (2000:98) pick up on this when they claim
a “slight lowering in the Australasian speakers in commarigith their RP counterparts”.
SAE is perhaps ‘playing along’ in this regard.

6.4.4 FDF: Synopsis

The data analyzed in the previous few sections confirms ttiettiat FACE is a marker
in SAE, with second-order indexicality; but the lowered aattacted variants have prob-
ably not yet been stereotyped, given the reported andréitest high-degree of stylistic
(and broadly sociolinguistic) variation FACE is subject fthus while the presence of an
extremely narrow diphthong with a front, close nucleus mt@wn-form GenSAE, as well
as the difference between Ausk and SAE citation-form vafae§ACE, might lead one
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to suggest that these features provide even further ewedfema retreat from a Pattern-4
(or Diphthong Shift) chain-shift pattern in GenSAE, FACEuslike PRICE or MOUTH
in one important respect. In particular, PRICE and MOUTHemppto show very little
style-shifting inGenSAEreflected by the fact that this variety has been charaegiti/ a
growing avoidance of the stereotyped Broad variants, bottsiinception and subsequent
diffusion at the expense of BrSAE. In contrast, Lanham andddaald (1979) observe that
the ‘wide’-variants of FACE are not receding and that thealde is, as a whole, in stable
sociolinguistic distribution.

This is, | believe, directly related to the likely origins BACE-lowering in SAE. It
would appear that Hooper's (1951) claim for an Afrikaangiorigains support in the light
of Trudgill's (2004) observation that many southeast of lBng varieties had not even
undergone diphthongisation, let alone Diphthong-Shiftiaf FACE during the period of
the first settlement at the Cade In addition, the Natal settlement, bringing with it a
preponderance of north-of-England accents, was likelyeteharacterized by Pre-Long-
Mid-Diphthongization monophthongal values or, in somezsaan RP-like value that was
certainly narrower than the values usually associated @itbkney etc., and perhaps even
narrower than even modern RP, given the observation thadéfapeakers [of RP] may have
a starting point nearer to[€]” (Cruttenden 2001:130; my parenthesis). On the other hand,
the requisite Afrikaans-English contact and extensivagdplalism that would have led to
the adoption of FACE-lowering from Afrikaans into SAE, wa$course, available in both
the early Eastern Cape settlement as well as in early Jobliunmgs.

On the other hand, the rather narrow starting point for FA@BIder versions of RP,
along with the monophthongal north-of-England variantsulght via NE and other immi-
grants to early Johannesburg havguablyprovided the formal-style GenSAE values. The
stable variation that this variable is characterised bynset® provide support for the notion
that, in comparison with MOUTH, the adoption of the more figésus variant in the case
of FACE was less motivated by a hypercorrective reactiomagithe CE/Afrikaans-derived
value. What is unclear, though, if this reconstruction isett, is why this difference arose
i.e. why have C