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#### Abstract

In this dissertation we study two nonlinear partial differential equations namely; the Kudryashov-Sinelshchikov equation and the Benney-Luke equation. We employ the multiplier method to find conservation laws and Kudryashov method to obtain exact solutions for the generalized Kudryashov-Sinelshchikov equation. We derive the Noether symmetries of a generalized Benney-Luke equation. Thereafter, we construct the associated conserved vectors. In addition, we search for exact solutions for the generalized Benney-Luke equation via the extended tanh method.


## Introduction

In recent years nonlinear partial differential equations (NLPDEs) have been used to model many physical phenomena in various fields such as fluid mechanics, solid state physics, plasma physics, chemical physics and geochemistry. Thus, it is important to investigate the exact solutions of NLPDEs. Finding solutions of such equations is a difficult task, only in certain special cases can one write down the solutions explicitly. There is no doubt that conservation laws play a remarkable role in the study of differential equations. The mathematical idea of conservation laws comes from the formulation of well known physical conserved quantities such as mass, momentum and energy. Finding the conservation laws of differential equations is often the initiating step towards finding the exact solutions. Thus, it is essential to study conservation laws of partial differential equations.

In the last few decades, a variety of effective methods for finding exact solutions, such as homogeneous balance method [1], ansatz method [2,3], variable separation approach [4], inverse scattering transform method [5], Bäcklund transformation [6], Darboux transformation [7] and Hirota's bilinear method [8] were successfully applied to NLPDEs.

The Kudryashov method was one of the methods for finding exact solutions"of ononlinear partial differential equations [9]. Steudel [10] introduced a different approach of constructing conservation laws, that involves writing a conserved vector in a characteristic form, where the characteristics are the multipliers of the differential equation.

In this dissertation we study the generalized Kudryashov-Sinelshchikov equation and the Benney-Luke equation. Firstly, we study the generalized KudryashovSinelshchikov equation that is given by

$$
\begin{equation*}
u_{t}+a u u_{x}+b u_{x x x}+c u u_{x x x}+c u_{x} u_{x x}+d u_{x} u_{x x}=0 \tag{1}
\end{equation*}
$$

where $u(t, x)$ is a real valued function and $a, b, c$ and $d$ are arbitrary constants. Equation (1) models the pressure waves in a mixture of a liquid and gas bubbles by taking into account the viscosity of the liquid and the heat transfer. When $b=1$ and $c=-1$ in equation (1), Kudryashov and Sinelshchikov investigated its peaked solitons and certain other properties in liquid with gas bubbles. Tu et al. [11] studied the generalized Kudryashov-Sinelshchikov equation (1) for its Lie point symmetries.

Lastly, we consider the Benney-Luke equation [12]

$$
\begin{equation*}
u_{t t}-u_{x x}+\alpha u_{x x x x}-\beta u_{x x t t}+u_{t} u_{x x}+2 u_{x} u_{x t}=0 \tag{2}
\end{equation*}
$$

where $u=u(t, x)$ denotes the wave profile and the variables $t$ and $x$ represent time and space respectively. This equation is an approximation of the full water wave equations and formally suitable for describing two-way water wave propagation in presence of surface tension. The positive parameters $\alpha$ and $\beta$ are related to the inverse bond number $\alpha-\beta=\gamma-1 / 3$, which captures the effects of surface tension and gravity forces.

The outline of this dissertation is as follows:

In Chapter one, the basic definitions, theorems and corollaries concerning the Noether theorem and multiplier method are presented.

In Chapter two, the multiplier method is used to construct conservation laws for a generalized Kudryashov-Sinelshchikov equation. Moreover, exact solutions of the generalized Kudryashov-Sinelshchikov equation are obtained with the aid of the

Kudryashov method [13].

In Chapter three, the conservation laws for the Benney-Luke equation are obtained using Noether's theorem [14]. Thereafter, we construct the exact solutions for the Benney-Luke equation using the extended tanh method [15].

In Chapter four, we discuss and conclude what we have done in this dissertation.

A bibliography is given at the end of this dissertation.

## Chapter 1

## Preliminaries

In this chapter, we present some basic methods on how to obtain conservation laws of differential equations and methods of obtaining exact solutions of differential equations, which will be utilized in this dissertation.

### 1.1 Fundamental relation of multiplier method

In this section, we present the notation that will be used to construct conservation laws for (1) by the multiplier method [16].

Consider a $k$ th-order system of partial differential equations of $n$ independent variables $x=\left(x^{1}, x^{2}, \ldots, x^{n}\right)$ and $m$ dependent variables $u=\left(u^{1}, u^{2}, \ldots, u^{m}\right)$, viz.,

$$
\begin{equation*}
E_{\alpha}\left(x, u, u_{(1)}, \ldots, u_{(k)}\right)=0, \quad \alpha=1, \ldots, m \tag{1.1}
\end{equation*}
$$

where $u_{(1)}, u_{(2)}, \ldots, u_{(k)}$ denote the collections of all first, second, $\ldots, k$ th-order partial derivatives, that is, $u_{i}^{\alpha}=D_{i}\left(u^{\alpha}\right), u_{i j}^{\alpha}=D_{j} D_{i}\left(u^{\alpha}\right), \ldots$ respectively, with the total derivative operator with respect to $x^{i}$ is given by

$$
\begin{equation*}
D_{i}=\frac{\partial}{\partial x^{i}}+u_{i}^{\alpha} \frac{\partial}{\partial u^{\alpha}}+u_{i j}^{\alpha} \frac{\partial}{\partial u_{j}^{\alpha}}+\ldots, \quad i=1, \ldots, n . \tag{1.2}
\end{equation*}
$$

The Euler-Lagrange operator, for each $\alpha$, is given by

$$
\begin{equation*}
\frac{\delta}{\delta u^{\alpha}}=\frac{\partial}{\partial u^{\alpha}}+\sum_{s \geq 1}(-1)^{s} D_{i_{1}} \ldots D_{i_{s}} \frac{\partial}{\partial u_{i_{1} i_{2} \ldots i_{s}}^{\alpha}}, \quad \alpha=1, \ldots, m \tag{1.3}
\end{equation*}
$$

The $n$-tuple vector $\mathbf{T}=\left(T^{1}, T^{2}, \ldots, T^{n}\right), \quad T^{j} \in \mathcal{A}, \quad j=1, \ldots, n$, is a conserved vector of (1.1) if $T^{i}$ satisfies

$$
\begin{equation*}
\left.D_{i} T^{i}\right|_{(1,1)}=0 \tag{1.4}
\end{equation*}
$$

The equation (1.4) defines a local conservation law of system (1.1).
A multiplier $\Lambda_{\alpha}\left(x, u, u_{(1)}, \ldots\right)$ has the property that

$$
\begin{equation*}
\Lambda_{\alpha} E_{\alpha}=D_{i} T^{i} \tag{1.5}
\end{equation*}
$$

holds identically. Here we will consider multipliers of the zeroth order, i.e., $\Lambda_{\alpha}=\Lambda_{\alpha}(t, x, u)$. The right hand side of (1.5) is a divergence expression. The determining equation for the multiplier $\Lambda_{\alpha}$ is

$$
\begin{equation*}
\frac{\delta\left(\Lambda_{\alpha} E_{\alpha}\right)}{\delta u^{\alpha}}=0 \tag{1.6}
\end{equation*}
$$

### 1.2 Fundamental relationship concerning the Noether theorem

In this section we briefly present the notation and pertinent results that will be used in this research. For details the reader is referred to [14,17-22]. Consider the system of $q$ th order partial differential equations

$$
\begin{equation*}
E_{\alpha}\left(x, u, u_{(1)}, u_{(2)}, \ldots, u_{(q)}\right)=0, \quad \alpha=1,2, \ldots, m \tag{1.7}
\end{equation*}
$$

If there exists a function $L\left(x, u, u_{(1)}, u_{(2)}, \ldots u_{(s)}\right) \in \mathcal{A}$ (space of differential functions), $s<q$ such that system (1.7), is equivalent to

$$
\begin{equation*}
\frac{\delta L}{\delta u^{\alpha}}=0, \quad \alpha=1,2, \ldots, m \tag{1.8}
\end{equation*}
$$

then $L$ is called a Lagrangian of (1.7) and (1.8) are the corresponding Euler-Lagrange differential equations.
In (1.8), $\delta / \delta u^{\alpha}$ is the Euler-Lagrange operator defined by

$$
\begin{equation*}
\frac{\delta}{\delta u^{\alpha}}=\frac{\partial}{\partial u^{\alpha}}+\sum_{s \geq 1}(-1)^{s} D_{i_{1}} \ldots D_{i_{s}} \frac{\delta}{\delta u_{i_{1} \ldots i_{s}}^{\alpha}}, \quad \alpha=1, \ldots, m \tag{1.9}
\end{equation*}
$$

Definition 1.1 (Point symmetry) The vector field

$$
\begin{equation*}
\mathbf{X}=\xi^{i}(x, u) \frac{\partial}{\partial x^{i}}+\eta^{\alpha}(x, u) \frac{\partial}{\partial u^{\alpha}} \tag{1.10}
\end{equation*}
$$

is said to be a point symmetry of the $p$ th-order partial differential equation (1.7), if

$$
\begin{equation*}
\mathbf{X}^{[p]}\left(E_{\alpha}\right)=0 \tag{1.11}
\end{equation*}
$$

whenever $E_{\alpha}=0$. This can also be written as

$$
\begin{equation*}
\left.\mathbf{X}^{[p]} E_{\alpha}\right|_{E_{\alpha}=0}=0, \tag{1.12}
\end{equation*}
$$

where the symbol $\left.\right|_{E_{\alpha}=0}$ means evaluated on the equation $E_{\alpha}=0$.

Definition 1.2 A Lie-Bäcklund operator $\mathbf{X}$ is a Noether symmetry generator associated with a Lagrangian $L$ of (1.8) if there exists a vector $\mathbf{A}=\left(A^{1}, \ldots, A^{n}\right), A^{i} \in \mathcal{A}$, such that

$$
\begin{equation*}
\mathbf{X}(L)+L D_{i}\left(\xi^{i}\right)=D_{i}\left(A^{i}\right) \tag{1.13}
\end{equation*}
$$

If in (1.13) $A^{i}=0, i=1, \ldots, n$ then $\mathbf{X}$ is referred to as a strict Noether symmetry generator associated with Lagrangian $L \in \mathcal{A}$.

Theorem 1.1 For each Noether symmetry generator $\mathbf{X}$ associated with a given Lagrangian $L$, there corresponds a vector $\mathbf{T}=\left(T^{1}, T^{2}, \ldots, T^{n}\right), T^{i} \in \mathcal{A}$, defined by

$$
\begin{equation*}
T^{i}=N^{i} L-A^{i}, \quad i=1, \ldots, n \tag{1.14}
\end{equation*}
$$

which is a conserved vector of the Euler-Lagrange equations (1.8) and the Noether operator associated with $\mathbf{X}$ is

$$
\begin{equation*}
N^{i}=\xi^{i}+W^{\alpha} \frac{\delta}{\delta u_{i}^{\alpha}}+\sum_{s \geq 1} D_{i_{1}} \ldots D_{i_{s}}\left(W^{\alpha}\right) \frac{\delta}{\delta u_{i_{1} \ldots i_{s}}^{\alpha}}, \quad i=1, \ldots, n \tag{1.15}
\end{equation*}
$$

in which the Euler-Lagrange operators with respect to derivatives of $u^{\alpha}$ are obtained from equation (1.9) by replacing $u^{\alpha}$ by the corresponding derivatives, e.g.,

$$
\frac{\delta}{\delta u_{i}^{\alpha}}=\frac{\partial}{\partial u_{i}^{\alpha}}+\sum_{s \geq 1}(-1)^{s} D_{j_{1}} \ldots D_{j_{s}} \frac{\delta}{\delta u_{i j_{1} \ldots j_{s}}^{\alpha}}, \quad i=1, \ldots, n, \quad \alpha=1, \ldots, m .
$$

In (1.15), $W^{\alpha}$ is the Lie characteristic function given by

$$
W^{\alpha}=\eta^{\alpha}-\xi^{i} u_{j}^{\alpha}, \quad \alpha=1, \ldots, m
$$

The vector (1.14) is a conserved vector of equation (1.7) if $T^{i}$ satisfies

$$
\begin{equation*}
\left.D_{i} T^{i}\right|_{(1,7)}=0 . \tag{1.16}
\end{equation*}
$$

### 1.3 Conclusion

In this chapter we briefly discussed the multiplier method. In addition, we presented the fundamental relations concerning Noether symmetries and conservation laws.

## Chapter 2

## Conservation laws and exact solutions for a generalized <br> Kudryashov-Sinelshchikov <br> equation

Kudryashov and Sinelshchikov proposed a nonlinear evolution model given by

$$
\begin{equation*}
u_{t}+\lambda u u_{x}+u_{x x x}-\left(u u_{x x}\right)_{x}-\chi u_{x} u_{x x}=0 . \tag{2.1}
\end{equation*}
$$

Here $\lambda$ and $\chi$ are arbitrary constants and it models the pressure waves in a mixture of a liquid and gas bubbles by taking into account the viscosity of the liquid and the heat transfer. Kudryashov and Sinelshchikov investigated its peaked solitons and certain other properties in liquid with gas bubbles. Moreover, Ryabov [23] computed exact solutions of equation (2.1). The generalized Kudryashov-Sinelshchikov equation (1) reduces to the Korteweg-de Vries equation [24]

$$
\begin{equation*}
u_{t}+6 u u_{x}+u_{x x x}=0 \tag{2.2}
\end{equation*}
$$

by taking suitable values of the underlying arbitrary constants and it is commonly studied in the context of shallow water waves in fluid dynamics.

In this chapter, we consider the generalized Kudryashov-Sinelshchikov equation [11] given by

$$
\begin{equation*}
u_{t}+a u u_{x}+b u_{x x x}+c\left(u u_{x x}\right)_{x}+d u_{x} u_{x x}=0 \tag{2.3}
\end{equation*}
$$

where $a, b, c$ and $d$ are arbitrary constants. We will employ the multiplier method to derive the conservation laws of equation (2.3). The exact solutions of equation (2.3) will be derived by employing the Kudryashov method.

### 2.1 Conservation laws for a generalized KudryashovSinelshchikov equation (2.3)

In this section we derive the conservation laws for equation (2.3). Here we will consider multipliers of the zeroth order $\Lambda(t, x, u)$ defined by

$$
\begin{equation*}
\frac{\delta}{\delta u}\left[\Lambda(t, x, u)\left(u_{t}+a u u_{x}+b u_{x x x}+c\left(u u_{x x}\right)_{x}+d u_{x} u_{x x}\right)\right]=0 \tag{2.4}
\end{equation*}
$$

where the Euler-Langrage Operator $\delta / \delta u$ is defined by

$$
\begin{align*}
\frac{\delta}{\delta u}= & \frac{\partial}{\partial u}-D_{t} \frac{\partial}{\partial u_{t}}-D_{x} \frac{\partial}{\partial u_{x}}+D_{t}^{2} \frac{\partial}{\partial u_{t t}}+D_{x}^{2} \frac{\partial}{\partial u_{x x}} \\
& +D_{x} D_{t} \frac{\partial}{\partial u_{x t}}+\cdots \tag{2.5}
\end{align*}
$$

and the total differential operators are given by

$$
\begin{aligned}
D_{t} & =\frac{\partial}{\partial t}+u_{t} \frac{\partial}{\partial u}+u_{t t} \frac{\partial}{\partial u_{t}}+u_{t x} \frac{\partial}{\partial u_{x}}+\cdots \\
D_{x} & =\frac{\partial}{\partial x}+u_{x} \frac{\partial}{\partial u}+u_{x x} \frac{\partial}{\partial u_{x}}+u_{t x} \frac{\partial}{\partial u_{t}}+\cdots
\end{aligned}
$$

Expanding equation (2.4) leads to

$$
\begin{aligned}
& {\left[\frac{\partial}{\partial u}-D_{t} \frac{\partial}{\partial u_{t}}-D_{x} \frac{\partial}{\partial u_{x}}+D_{t}^{2} \frac{\partial}{\partial u_{t t}}+D_{x}^{2} \frac{\partial}{\partial u_{x x}}+D_{x} D_{t} \frac{\partial}{\partial u_{x t}}-D_{x}^{3} \frac{\partial}{\partial u_{x x x}}\right]} \\
& \left(\Lambda\left(u_{t}+a u u_{x}+b u_{x x x}+c\left(u u_{x x}\right)_{x}+d u_{x} u_{x x}\right)\right)=0 \\
& \Lambda_{u}\left(u_{t}+a u u_{x}+b u_{x x x}+c\left(u u_{x x}\right)_{x}+d u_{x} u_{x x}\right)+a u_{x} \Lambda+c u_{x x} \Lambda-D_{t} \Lambda-D_{x}(a u \Lambda) \\
& -D_{x}\left(c u_{x x} \Lambda\right)-D_{x}\left(d u_{x x} \Lambda\right)+D_{x}^{2}\left(c u_{x} \Lambda\right)+D_{x}^{2}\left(d u_{x} \Lambda\right)-D_{x}^{3}(b \Lambda)-D_{x}^{3}(c u \Lambda)=0 .
\end{aligned}
$$

Further expansion of the above equation yields

$$
\begin{align*}
& -\Lambda_{t}-a u \Lambda_{x}+d u_{x} \Lambda_{x x}+2 d u_{x}^{2} \Lambda_{x u}+d u_{x x} \Lambda_{x}+d u_{x}^{3} \Lambda_{u u}+3 d u_{x} u_{x x} \Lambda_{u} \\
& -b \Lambda_{x x x}-b u_{x} \Lambda_{x x u}-2 b u_{x} \Lambda_{x x u}-2 b u_{x}^{2} \Lambda_{x u u}-2 b u_{x x} \Lambda_{x u}-b u_{x}^{2} \Lambda_{x u u}-b u_{x}^{3} \Lambda_{u u u} \\
& -2 b u_{x} u_{x x} \Lambda_{u u}-b u_{x x} \Lambda_{x u}-b u_{x} u_{x x} \Lambda_{u u}-c u \Lambda_{x x x}-c u u_{x} \Lambda_{x x u}-c u u_{x} \Lambda_{x x u} \\
& -c u u_{x}^{2} \Lambda_{x u u}-c u_{x}^{2} \Lambda_{x u}-c u u_{x x} \Lambda_{x u}-c u_{x} \Lambda_{x x}-c u_{x}^{2} \Lambda_{x u}-c u_{x x} \Lambda_{x}-c u u_{x} \Lambda_{x x u} \\
& -c u u_{x}^{2} \Lambda_{x u u}-c u_{x}^{2} \Lambda_{x u}-c u u_{x x} \Lambda_{x u}-c u u_{x}^{2} \Lambda_{x u u}-c u u_{x}^{3} \Lambda_{u x u}-2 c u u_{x} u_{x x} \Lambda_{u u} \\
& -c u_{x}^{2}-c u_{x}^{3} \Lambda_{u u}-c u u_{x x} \Lambda_{x u}-c u u_{x} u_{x x} \Lambda_{u u}-c u_{x} \Lambda_{x x}-c u_{x}^{3} \Lambda_{u u}-2 c u_{x} u_{x x} \Lambda_{u} \\
& -c u_{x x} \Lambda_{x}-c u_{x} u_{x x} \Lambda_{u}=0 . \tag{2.6}
\end{align*}
$$

Since $\Lambda$ depends only on $t, x$ and $u$, the coefficients of the like derivatives of $u$ can be equated to zero to yield the following system of over determined linear partial differential equations:

$$
\begin{align*}
u_{x}^{3} & : d \Lambda_{u u}-b \Lambda_{u v u}-c u \Lambda_{u u u}-2 c \Lambda_{u u}=0  \tag{2.7}\\
u_{x}^{2} & : 2 d \Lambda_{x u}-3 b \Lambda_{x u u}-3 c u \Lambda_{x u u}-4 c \Lambda_{x u}=0  \tag{2.8}\\
u_{x} & : d \Lambda_{x x}-3 b \Lambda_{x u u}-3 c u \Lambda_{x u u}-2 c \Lambda_{x x}=0  \tag{2.9}\\
u_{x x} & : d \Lambda_{x}-3 b \Lambda_{x u}-3 c u \Lambda_{x u}-2 c \Lambda_{x}=0  \tag{2.10}\\
u_{x} u_{x x} & : d \Lambda_{u}-b \Lambda_{u u}-c u \Lambda_{u u}-c \Lambda_{u}=0  \tag{2.11}\\
1 & : \Lambda_{t}+a u \Lambda_{x}+b \Lambda_{x x x}+c u \Lambda_{x x x}=0 \tag{2.12}
\end{align*}
$$

Solving the above system of linear partial differential equations for $\Lambda$ prompts the following three cases:

Case 1. $a, b, c, d$ arbitrary but not in the form contained in Case 2 and 3.

In this case, we integrate equation (2.7) with respect to $u$ and obtain

$$
\begin{equation*}
\Lambda(t, x, u)=\frac{A(t, x)\left(b+c u u^{\frac{d}{c}}\right.}{d(d-c)}+B(t, x) u+E(t, x) \tag{2.13}
\end{equation*}
$$

where $(d-c) \neq 0, A(t, x), B(t, x)$ and $E(t, x)$ are arbitrary functions of $t$ and $x$. Inserting equation (2.13) into equation (2.8) and solving the resulting equation yields

$$
\begin{equation*}
A_{x}(b+c u)^{\frac{d}{c}-1}(-d-c)+(2 d-4 c)(d-c) B_{x}=0 \tag{2.14}
\end{equation*}
$$

Splitting the above equation on $(b+c u)^{\frac{d}{c}-1}$ yields

$$
\begin{align*}
(b+c u)^{\frac{d}{c}-1} & :(-d-c) A_{x}=0  \tag{2.15}\\
1 & :(2 d-4 c)(d-c) B_{x}=0 \tag{2.16}
\end{align*}
$$

Integrating equation (2.15) with respect to $x$ gives

$$
\begin{equation*}
A(t, x)=F(t) \tag{2.17}
\end{equation*}
$$

where $d \neq-c$ and $F(t)$ is an arbitrary function of $t$. Integrating equation (2.16) with respect to $x$, we obtain

$$
\begin{equation*}
B(t, x)=Z(t) \tag{2.18}
\end{equation*}
$$

where $d \neq 2 c$ and $Z(t)$ is an arbitrary function of $t$. We now substitute equation (2.17) and (2.18) into equation (2.13) and we get

$$
\begin{equation*}
\Lambda(t, x, u)=\frac{F(t)(b+c u)^{\frac{d}{c}}}{d(d-c)}+Z(t) u+E(t, x) \tag{2.19}
\end{equation*}
$$

By substituting equation (2.19) into equation (2.9), one obtains

$$
\begin{equation*}
(d-2 c) E_{x x}=0 \tag{2.20}
\end{equation*}
$$

Integrating the above equation twice with respect to $x$, we get

$$
\begin{equation*}
E(t, x)=h(t) x+p(t) \tag{2.21}
\end{equation*}
$$

where $h(t)$ and $p(t)$ are arbitrary functions of $t$. Inserting equation (2.21) into equation (2.19) yields

$$
\begin{equation*}
\Lambda(t, x, u)=\frac{F(t)(b+c u)^{\frac{d}{c}}}{d(d-c)}+Z(t) u+h(t) x+p(t) \tag{2.22}
\end{equation*}
$$

Now substituting equation (2.22) into equation (2.10), we obtain

$$
\begin{equation*}
h(t)=0 . \tag{2.23}
\end{equation*}
$$

Therefore, equation (2.22) reduces to

$$
\begin{equation*}
\Lambda(t, x, u)=\frac{F(t)(b+c u)^{\frac{d}{c}}}{d(d-c)}+Z(t) u+p(t) \tag{2.24}
\end{equation*}
$$

Inserting equation (2.24) into (2.12) yields

$$
\begin{equation*}
\frac{F^{\prime}(t)(b+c u)^{\frac{d}{c}}}{d(d-c)}+Z^{\prime}(t) u+p^{\prime}(t)=0 \tag{2.25}
\end{equation*}
$$

Separating the above equation on powers of $u$, yields

$$
\begin{align*}
(b+c u)^{\frac{d}{c}} & : \quad F^{\prime}(t)=0  \tag{2.26}\\
u & : \quad Z^{\prime}(t)=0  \tag{2.27}\\
1 & : \quad p^{\prime}(t)=0 \tag{2.28}
\end{align*}
$$

By integrating equations (2.26), (2.27) and (2.28) with respect to $t$, we obtain

$$
\begin{equation*}
F(t)=R_{1}, \quad Z(t)=R_{2}, \quad p(t)=R_{3} \tag{2.29}
\end{equation*}
$$

where $R_{1}, R_{2}$ and $R_{3}$ are arbitrary constants. Therefore equation (2.24) becomes

$$
\begin{equation*}
\Lambda(t, x, u)=\frac{R_{1}(b+c u)^{\frac{d}{c}}}{d(d-c)}+R_{2} u+R_{3} \tag{2.30}
\end{equation*}
$$

Substituting equation (2.30) into (2.11) and solving the resulting equation yields

$$
\begin{equation*}
(d-c) R_{2}=0 \tag{2.31}
\end{equation*}
$$

Since $(d-c) \neq 0$, we have $R_{2}=0$. Thus

$$
\begin{equation*}
\Lambda(t, x, u)=\frac{R_{1}(b+c u)^{\frac{d}{c}}}{d(d-c)}+R_{3} \tag{2.32}
\end{equation*}
$$

Therefore, equation (2.32) yields the following multiplier:

$$
\begin{equation*}
\Lambda(t, x, u)=k_{1}+k_{2}(b+c u)^{\frac{d}{c}} \tag{2.33}
\end{equation*}
$$

where $k_{2}=R_{1} / d(d-c)$ and $k_{1}=R_{3}$.

Integrating equation (2.43) with respect to $u_{t}$, we obtain

$$
\begin{equation*}
J\left(t, x, u, u_{t}, u_{x}\right)=I_{u_{x}}\left(t, x, u, u_{x}\right) u_{t}+M\left(t, x, u, u_{x}\right) \tag{2.44}
\end{equation*}
$$

where $M\left(t, x, u, u_{x}\right)$ is an arbitrary function of $t, x, u$ and $u_{x}$. Therefore equation (2.42) becomes

$$
\begin{align*}
T^{2}\left(t, x, u, u_{t}, u_{x}, u_{x x}\right) & =k_{1}(b+c u) u_{x x}+k_{2}(b+c u)^{\frac{d}{c}+1} u_{x x}+I_{u_{x}}\left(t, x, u, u_{x}\right) u_{t} \\
& +M\left(t, x, u, u_{x}\right) \tag{2.45}
\end{align*}
$$

Substituting equations (2.41) and (2.45) into (2.40) yields

$$
\begin{align*}
& I_{t}\left(t, x, u, u_{x}\right)+I_{u}\left(t, x, u, u_{x}\right) u_{t}+I_{x u_{x}}\left(t, x, u, u_{x}\right) u_{t}+M_{x}\left(t, x, u, u_{x}\right) \\
& +u_{x}\left[k_{1} c u_{x x}+(d+c) k_{2}(b+c u)^{\frac{d}{c}} u_{x x}+I_{u u_{x}}\left(t, x, u, u_{x}\right) u_{t}+M_{u}\left(t, x, u, u_{x}\right)\right] \\
& +u_{x x}\left[I_{u_{x} u_{x}}\left(t, x, u, u_{x}\right) u_{t}+M_{u_{x}}\left(t, x, u, u_{x}\right)\right]=\left[k_{1}+k_{2}(b+c u)^{\frac{d}{c}}\right] \\
& \times\left(u_{t}+a u u_{x}+c u_{x} u_{x x}+d u_{x} u_{x x}\right) . \tag{2.46}
\end{align*}
$$

Separating the above equation on powers of $u_{x x}$, gives the following:

$$
\begin{align*}
u_{x x}: & k_{1} c u_{x}+k_{2}(d+c)(b+c u)^{\frac{d}{c}} u_{x}+I_{u_{x} u_{x}}\left(t, x, u, u_{x}\right) u_{t}+M_{u_{x}}\left(t, x, u, u_{x}\right) \\
& =\left(k_{1}+k_{2}(b+c u)^{\frac{d}{c}}\right)\left[(d+c) u_{x}\right],  \tag{2.47}\\
1: & I_{t}\left(t, x, u, u_{x}\right)+I_{u}\left(t, x, u, u_{x}\right) u_{t}+I_{x u_{x}}\left(t, x, u, u_{x}\right) u_{t}+M_{x}\left(t, x, u, u_{x}\right) \\
& I_{u u_{x}}\left(t, x, u, u_{x}\right) u_{t}+M_{u}\left(t, x, u, u_{x}\right)=k_{1} u_{t}+k_{1} a u u_{x}+k_{2}(b+c u)^{\frac{d}{c}} u_{t} \\
& +k_{2}(b+c u)^{\frac{d}{c}} a u u_{x} . \tag{2.48}
\end{align*}
$$

Equation (2.47) simplifies to

$$
\begin{equation*}
I_{u_{x} u_{x}}\left(t, x, u, u_{x}\right) u_{t}+M_{u_{x}}\left(t, x, u, u_{x}\right)=k_{1} d u_{x} . \tag{2.49}
\end{equation*}
$$

Splitting the above equation on powers of $u_{t}$, we obtain

$$
\begin{align*}
u_{t} & :  \tag{2.50}\\
1 & I_{u_{x} u_{x}}\left(t, x, u, u_{x}\right)=0,  \tag{2.51}\\
1 & : M_{u_{x}}\left(t, x, u, u_{x}\right)=k_{1} d u_{x} .
\end{align*}
$$

Integrating equation (2.50) twice with respect to $u_{x}$ gives

$$
\begin{equation*}
I\left(t, x, u, u_{x}\right)=N(t, x, u) u_{x}+Q(t, x, u) \tag{2.52}
\end{equation*}
$$

We now apply equation (1.5) to construct the conservation laws of equation (2.33)

$$
\begin{equation*}
\Lambda_{\alpha} E_{\alpha}=D_{i} T^{i} \tag{2.34}
\end{equation*}
$$

From equation (2.34) we have

$$
\begin{aligned}
& {\left[k_{1}+k_{2}(b+c u)^{\frac{d}{c}}\right]\left(u_{t}+a u u_{x}+b u_{x x x}+c\left(u u_{x x}\right)_{x}+d u_{x} u_{x x}\right)} \\
& =\left[\frac{\partial}{\partial t}+u_{t} \frac{\partial}{\partial u}+u_{t t} \frac{\partial}{\partial u_{t}}+u_{t x} \frac{\partial}{\partial u_{x}}+u_{t x x} \frac{\partial}{\partial u_{x x}}\right] T^{1}\left(t, x, u, u_{t}, u_{x}, u_{x x}\right) \\
& +\left[\frac{\partial}{\partial x}+u_{x} \frac{\partial}{\partial u}+u_{x x} \frac{\partial}{\partial u_{x}}+u_{t x} \frac{\partial}{\partial u_{t}}+u_{x x x} \frac{\partial}{\partial u_{x x}}\right] T^{2}\left(t, x, u, u_{t}, u_{x}, u_{x x}\right),
\end{aligned}
$$

which gives

$$
\begin{align*}
& {\left[k_{1}+k_{2}(b+c u)^{\frac{d}{c}}\right]\left(u_{t}+a u u_{x}+b u_{x x x}+c\left(u u_{x x}\right)_{x}+d u_{x} u_{x x}\right)=T_{t}^{1}+u_{t} T_{u}^{1}+u_{t x} T_{u_{x}}^{1}} \\
& +u_{t t} T_{u_{t}}^{1}+u_{t x x} T_{u_{x x}}^{1}+T_{x}^{2}+u_{x} T_{u}^{2}+u_{t x} T_{u_{t}}^{2}+u_{x x} T_{u_{x}}^{2}+u_{x x x} T_{u_{x x}}^{2} . \tag{2.35}
\end{align*}
$$

Splitting equation (2.35) on $u_{t t}, u_{x x x}, u_{t x}$ and $u_{t x x}$ yields

$$
\begin{align*}
u_{t t}: & T_{u_{t}}^{1}=0,  \tag{2.36}\\
u_{x x x}: & T_{u_{x x}}^{2}=\left[k_{1}+k_{2}(b+c u)^{\frac{d}{c}}\right](b+c u),  \tag{2.37}\\
u_{t x}: & T_{u_{x}}^{1}+T_{u_{t}}^{2}=0,  \tag{2.38}\\
u_{t x x}: & T_{u_{x x}}^{1}=0,  \tag{2.39}\\
1: & T_{t}^{1}+u_{t} T_{u}^{1}+T_{x}^{2}+u_{x} T_{u}^{2}+u_{x x} T_{u_{x}}^{2}=\left[k_{1}+k_{2}(b+c u)^{\frac{d}{c}}\right]  \tag{2.40}\\
& \times\left(u_{t}+a u u_{x}+c u_{x} u_{x x}+d u_{x} u_{x x}\right) .
\end{align*}
$$

We can now solve the above equations for $T^{1}$ and $T^{2}$. From equations (2.36) and (2.39), we obtain

$$
\begin{equation*}
T^{1}\left(t, x, u, u_{x}\right)=I\left(t, x, u, u_{x}\right) \tag{2.41}
\end{equation*}
$$

where $I\left(t, x, u, u_{x}\right)$ is an arbitrary function of $t, x, u$ and $u_{x}$. Integrating equation (2.37) with respect to $u_{x x}$, we obtain

$$
\begin{equation*}
T^{2}\left(t, x, u, u_{t}, u_{x}, u_{x x}\right)=k_{1}(b+c u) u_{x x}+k_{2}(b+c u)^{\frac{d}{c}+1} u_{x x}+J\left(t, x, u, u_{t}, u_{x}\right), \tag{2.42}
\end{equation*}
$$

where $J\left(t, x, u, u_{t}, u_{x}\right)$ is an arbitrary function of $t, x, u, u_{t}$ and $u_{x}$. Substituting the values of $T^{1}$ and $T^{2}$ into equation (2.38) gives

$$
\begin{equation*}
I_{u_{x}}\left(t, x, u, u_{x}\right)+J_{u_{t}}\left(t, x, u, u_{t}, u_{x}\right)=0 \tag{2.43}
\end{equation*}
$$

where $N(t, x, u)$ and $Q(t, x, u)$ are arbitrary functions of $t, x$ and $u$. Integrating equation (2.51) with respect to $u_{x}$ gives

$$
\begin{equation*}
M\left(t, x, u, u_{x}\right)=\frac{1}{2} k_{1} d u_{x}^{2}+S(t, x, u) \tag{2.53}
\end{equation*}
$$

where $S(t, x, u)$ is an arbitrary function of $t, x$ and $u$. Thus we have

$$
\begin{align*}
T^{1}\left(t, x, u, u_{x}\right) & =N(t, x, u) u_{x}+Q(t, x, u)  \tag{2.54}\\
T^{2}\left(t, x, u, u_{t}, u_{x}, u_{x x}\right) & =k_{1}(b+c u) u_{x x}+k_{2}(b+c u)^{\frac{d}{c}+1} u_{x x}+N(t, x, u) u_{t} \\
& +\frac{1}{2} k_{1} d u_{x}^{2}+S(t, x, u) \tag{2.55}
\end{align*}
$$

Inserting equations (2.52) and (2.53) into (2.48), we obtain

$$
\begin{align*}
& N_{t}(t, x, u) u_{x}+Q_{t}(t, x, u)+N_{u}(t, x, u) u_{x} u_{t}+u_{t} Q_{u}(t, x, u)+N_{x}(t, x, u) u_{t} \\
& S_{x}(t, x, u)+N_{u}(t, x, u) u_{x} u_{t}+S_{u}(t, x, u) u_{x}=k_{1} u_{t}+k_{1} a u u_{x}+k_{2}(b+c u)^{\frac{d}{c}} u_{t} \\
& +k_{2}(b+c u)^{\frac{d}{c}} a u u_{x} . \tag{2.56}
\end{align*}
$$

Separating the above equation on $u_{x}$ and $u_{t}$ yields

$$
\begin{align*}
u_{t} u_{x} & : N_{u}(t, x, u)=0  \tag{2.57}\\
u_{t} & : N_{x}(t, x, u)+Q_{u}(t, x, u)=k_{1}+k_{2}(b+c u)^{\frac{d}{c}}  \tag{2.58}\\
u_{x} & : N_{t}(t, x, u)+S_{u}(t, x, u)=k_{1} a u+k_{2}(b+c u)^{\frac{d}{c}} a u  \tag{2.59}\\
1 & : Q_{t}(t, x, u)+S_{x}(t, x, u)=0 . \tag{2.60}
\end{align*}
$$

Integrating equation (2.57) with respect to $u$ gives

$$
\begin{equation*}
N(t, x, u)=V(t, x) \tag{2.61}
\end{equation*}
$$

where $V(t, x)$ is an arbitrary function of $t$ and $x$. Inserting equation (2.61) into (2.58) and integrating with respect to $u$ yields

$$
\begin{equation*}
Q(t, x, u)=k_{1} u+\frac{k_{2}(b+c u)^{\frac{d}{c}+1}}{(d+c)}+V_{x}(t, x) u+Z(t, x), \tag{2.62}
\end{equation*}
$$

where $Z(t, x)$ is an arbitrary function of $t$ and $x$. Substituting equation (2.61) into (2.59) and integrating with respect to $u$ gives

$$
\begin{align*}
S(t, x, u) & =\frac{1}{2} k_{1} a u^{2}+\frac{k_{2} a u(b+c u)^{\frac{d}{c}+1}(d+2 c)-a k_{2}(b+c u)^{\frac{d}{c}+2}}{(d+c)(d+2 c)} \\
& +V_{t}(t, x) u+W(t, x) \tag{2.63}
\end{align*}
$$

where $W(t, x)$ is an arbitrary function of $t$ and $x$. Substituting the values of $Q$ and $S$ into equation (2.60) yields

$$
\begin{equation*}
Z_{t}(t, x)+W_{x}(t, x)+2 V_{t x}(t, x) u=0 . \tag{2.64}
\end{equation*}
$$

Splitting the above equation on powers of $u$, we obtain

$$
\begin{align*}
u & : V_{t x}(t, x)=0  \tag{2.65}\\
1 & : Z_{t}(t, x)+W_{x}(t, x)=0 . \tag{2.66}
\end{align*}
$$

Equation (2.65) simplifies to

$$
\begin{equation*}
V(t, x)=\int Y(x) d x+P(t) \tag{2.67}
\end{equation*}
$$

where $P(t)$ and $Y(x)$ are arbitrary functions of $t$ and $x$ respectively. Therefore we have

$$
\begin{align*}
T^{1}\left(t, x, u, u_{x}\right) & =\left[\int Y(x) d x+P(t)\right] u_{x}+k_{1} u+\frac{k_{2}(b+c u)^{\frac{d}{c}+1}}{(d+c)} \\
& +Y(x) u+Z(t, x),  \tag{2.68}\\
T^{2}\left(t, x, u, u_{t}, u_{x}, u_{x x}\right) & =k_{1}(b+c u) u_{x x}+k_{2}(b+c u)^{\frac{d}{c}+1} u_{x x}+\left[\int Y(x) d x+P(t)\right] u_{t} \\
& +\frac{1}{2} k_{1} d u_{x}^{2}+\frac{1}{2} k_{1} a u^{2}+\frac{k_{2} a u(b+c u)^{\frac{d}{c}+1}(d+2 c)-a k_{2}(b+c u)^{\frac{d}{c}+2}}{(d+c)(d+2 c)} \\
& P^{\prime}(t) u+W(t, x) . \tag{2.69}
\end{align*}
$$

Substituting equation (2.68) and (2.69) into equation (2.38), we obtain

$$
\begin{equation*}
\int Y(x) d x+P(t)=0 \tag{2.70}
\end{equation*}
$$

Differentiating the above equation with respect to $t$ yields

$$
\begin{equation*}
P^{\prime}(t)=0 . \tag{2.71}
\end{equation*}
$$

Integrating the above equation with respect to $t$, we obtain

$$
\begin{equation*}
P(t)=k_{3}, \tag{2.72}
\end{equation*}
$$

where $k_{3}$ is an arbitrary constant of integration. Inserting equation (2.72) into (2.70) yields

$$
\begin{equation*}
\int Y(x) d x=-k_{3} . \tag{2.73}
\end{equation*}
$$

Thus, from equations (2.68) and (2.69) we obtain

$$
\begin{align*}
T^{1}\left(t, x, u, u_{x}\right) & =k_{1} u+\frac{k_{2}(b+c u)^{\frac{d}{c}+1}}{(d+c)}+Z(t, x),  \tag{2.74}\\
T^{2}\left(t, x, u, u_{t}, u_{x}, u_{x x}\right) & =k_{1}(b+c u) u_{x x}+k_{2}(b+c u)^{\frac{d}{c}+1} u_{x x}+\frac{1}{2} k_{1} d u_{x}^{2}+\frac{1}{2} k_{1} a u^{2} \\
& +\frac{k_{2} a u(b+c u)^{\frac{d}{c}+1}(d+2 c)-a k_{2}(b+c u)^{\frac{d}{c}+2}}{(d+c)(d+2 c)}+W(t, x) . \tag{2.75}
\end{align*}
$$

Therefore, the components of the conserved vectors are

$$
\begin{align*}
& T_{1}^{1}=u  \tag{2.76}\\
& T_{1}^{2}=(b+c u) u_{x x}+\frac{1}{2} d u_{x}^{2}+\frac{1}{2} a u^{2}  \tag{2.77}\\
& T_{2}^{1}=\frac{(b+c u)^{\frac{d}{c}+1}}{(d+c)}  \tag{2.78}\\
& T_{2}^{2}=(b+c u)^{\frac{d}{c}+1} u_{x x}+\frac{a u(b+c u)^{\frac{d}{c}+1}(d+2 c)-a(b+c u)^{\frac{d}{c}+2}}{(d+c)(d+2 c)} \tag{2.79}
\end{align*}
$$

associated with the multiplier (2.33).
Case 2. $d=-c$.
In this case we follow the same procedure as in Case 1 above and obtain the following multiplier:

$$
\begin{align*}
\Lambda(t, x, u)= & \frac{c}{(b+c u)}\left[k_{2} \cos \left(\sqrt{\frac{a}{c}}\right) x+k_{1} \sin \left(\sqrt{\frac{a}{c}}\right) x\right] \sin \left(\frac{b a^{\frac{3}{2}}}{c^{\frac{3}{2}}}\right) t \\
& +\frac{c}{(b+c u)}\left[k_{2} \sin \left(\sqrt{\frac{a}{c}}\right) x-k_{1} \cos \left(\sqrt{\frac{a}{c}}\right) x\right] \cos \left(\frac{b a^{\frac{3}{2}}}{c^{\frac{3}{2}}}\right) t+\frac{\left(k_{3} t u-k_{5}\right) c}{(b+c u)} \\
& +k_{4}-\frac{k_{3} x c}{a(b+c u)} \tag{2.80}
\end{align*}
$$

for the Kudryashov-Sinelshchikov equation (2.3). The corresponding conservation
laws for the above multiplier are

$$
\begin{align*}
T_{1}^{1}= & \ln (b+c u)\left[\sin \left(\sqrt{\frac{a}{c}} x\right) \sin \left(\frac{b a^{\frac{3}{2}}}{c^{\frac{3}{2}}} t\right)-\cos \left(\sqrt{\frac{a}{c} x}\right) \cos \left(\frac{b a^{\frac{3}{2}}}{c^{\frac{3}{2}}} t\right)\right] \\
& +L(t, x),  \tag{2.81}\\
T_{1}^{2}= & {\left[\sin \left(\sqrt{\frac{a}{c}} x\right) \sin \left(\frac{b a^{\frac{3}{2}}}{c^{\frac{3}{2}}} t\right)-\cos \left(\sqrt{\frac{a}{c}} x\right) \cos \left(\frac{b a^{\frac{3}{2}}}{c^{\frac{3}{2}}} t\right)\right] c u_{x x} } \\
& -\sqrt{a c}\left[\sin \left(\sqrt{\frac{a}{c}} x\right) \cos \left(\frac{b a^{\frac{3}{2}}}{c^{\frac{3}{2}}} t\right)+\cos \left(\sqrt{\frac{a}{c}} x\right) \sin \left(\frac{b a^{\frac{3}{2}}}{c^{\frac{3}{2}}} t\right)\right] u_{x} \\
& +\left(\frac{b a}{c}\right)\left[\sin \left(\sqrt{\frac{a}{c}} x\right) \sin \left(\frac{b a^{\frac{3}{2}}}{c^{\frac{3}{2}}} t\right)-\cos \left(\sqrt{\frac{a}{c}} x\right) \cos \left(\frac{b a^{\frac{3}{2}}}{c^{\frac{3}{2}}} t\right)\right] \\
& -\left(\frac{b a}{c}\right) \ln (b+c u)\left[\sin \left(\sqrt{\frac{a}{c}} x\right) \sin \left(\frac{b a^{\frac{3}{2}}}{c^{\frac{3}{2}}} t\right)-\cos \left(\sqrt{\left.\left.\frac{a}{c} x\right) \cos \left(\frac{b a^{\frac{3}{2}}}{c^{\frac{3}{2}}} t\right)\right]}\right.\right. \\
& +M(t, x) \tag{2.82}
\end{align*}
$$

with $L_{t}+M_{x}=-\left(\frac{b a \frac{3}{2}}{c^{\frac{3}{2}}}\right)\left[\cos \left(\sqrt{\frac{a}{c}} x\right) \cos \left(\frac{b b^{\frac{3}{2}}}{c^{\frac{3}{2}}} t\right)-\sin \left(\sqrt{\frac{a}{c}} x\right) \sin \left(\frac{b a \frac{3}{c}}{c^{\frac{3}{2}}} t\right)\right]$;

$$
\begin{align*}
T_{2}^{1}= & \ln (b+c u)\left[\sin \left(\sqrt{\frac{a}{c}} x\right) \cos \left(\frac{b a^{\frac{3}{2}}}{c^{\frac{3}{2}}} t\right)+\cos \left(\sqrt{\frac{a}{c}} x\right) \sin \left(\frac{b a^{\frac{3}{2}}}{c^{\frac{3}{2}}} t\right)\right] \\
& +L(t, x),  \tag{2.83}\\
T_{2}^{2}= & {\left[\sin \left(\sqrt{\frac{a}{c}} x\right) \cos \left(\frac{b a^{\frac{3}{2}}}{c^{\frac{3}{2}}} t\right)+\cos \left(\sqrt{\frac{a}{c}} x\right) \sin \left(\frac{b a^{\frac{3}{2}}}{c^{\frac{3}{2}}} t\right)\right] c u_{x x} } \\
& -\sqrt{a c}\left[\cos \left(\sqrt{\frac{a}{c}} x\right) \cos \left(\frac{b a^{\frac{3}{2}}}{c^{\frac{3}{2}}} t\right)-\sin \left(\sqrt{\frac{a}{c}} x\right) \sin \left(\frac{b a^{\frac{3}{2}}}{c^{\frac{3}{2}}} t\right)\right] u_{x} \\
& +\left(\frac{b a}{c}\right)\left[\sin \left(\sqrt{\frac{a}{c}} x\right) \cos \left(\frac{b a^{\frac{3}{2}}}{c^{\frac{3}{2}}} t\right)+\cos \left(\sqrt{\frac{a}{c}} x\right) \sin \left(\frac{b a^{\frac{3}{2}}}{c^{\frac{3}{2}}} t\right)\right] \\
& -\left(\frac{b a}{c}\right) \ln (b+c u)\left[\sin \left(\sqrt{\frac{a}{c}} x\right) \cos \left(\frac{b a^{\frac{3}{2}}}{c^{\frac{3}{2}}} t\right)+\cos \left(\sqrt{\frac{a}{c}} x\right) \sin \left(\frac{b a^{\frac{3}{2}}}{c^{\frac{3}{2}}} t\right)\right] \\
& +M(t, x), \tag{2.84}
\end{align*}
$$

$$
\begin{align*}
\text { with } L_{t}+ & M_{x}=-\left(\frac{b a \frac{3}{2}}{c^{\frac{3}{2}}}\right)\left[\sin \left(\sqrt{\frac{a}{c}} x\right) \cos \left(\frac{b a^{\frac{3}{2}}}{c^{\frac{3}{2}}} t\right)+\cos \left(\sqrt{\frac{a}{c}} x\right) \sin \left(\frac{b a^{\frac{3}{2}}}{c^{\frac{2}{2}}} t\right)\right] \\
T_{3}^{1}= & \frac{b t}{c}+t u-\frac{b t}{c} \ln (b+c u)-\frac{x}{a} \ln (b+c u)  \tag{2.85}\\
T_{3}^{2}= & c t u u_{x x}-\frac{c x}{a} u_{x x}+\frac{c}{a} u_{x}-\frac{c t}{2} u_{x}^{2}+\frac{a t}{2} u^{2}-\frac{3 a b^{2} t}{2 c^{2}}-\frac{b a t}{c} u+\frac{a b^{2} t}{c^{2}} \ln (b+c u) \\
& -\frac{b}{c} x-x u+\frac{b x}{c} \ln (b+c u) ;  \tag{2.86}\\
T_{4}^{1}= & u,  \tag{2.87}\\
T_{4}^{2}= & b u_{x x}+c u u_{x x}-\frac{1}{2} c u_{x}^{2}+\frac{1}{2} a u^{2} ;  \tag{2.88}\\
T_{5}^{1}= & -\ln (b+c u),  \tag{2.89}\\
T_{5}^{2}= & -c u_{x x}-\frac{b a}{c}-a u+\frac{b a}{c} \ln (b+c u) \tag{2.90}
\end{align*}
$$

Case 3. $d=2 c$.
This case provides us with the multiplier of the form

$$
\begin{align*}
\Lambda(t, x, u)= & k_{1}\left(u+\frac{b}{c}\right)^{2}+k_{2}+\left[k_{3} \cos \left(\sqrt{\frac{a}{c}}\right) x+k_{4} \sin \left(\sqrt{\frac{a}{c}}\right) x\right] \cos \left(\frac{b a^{\frac{3}{2}}}{c^{\frac{3}{2}}}\right) t \\
& +\left[k_{3} \sin \left(\sqrt{\frac{a}{c}}\right) x-k_{4} \cos \left(\sqrt{\frac{a}{c}}\right) x\right] \sin \left(\frac{b a^{\frac{3}{2}}}{c^{\frac{3}{2}}}\right) t \tag{2.91}
\end{align*}
$$

and the asssociated conservation laws of the generalized Kudryashov-Sinelshchikov equation (2.3) are

$$
\begin{align*}
T_{1}^{1}= & \frac{1}{6} u^{3}+\frac{1}{2 c} b u^{2}+\frac{b^{2}}{2 c^{2}} u  \tag{2.92}\\
T_{1}^{2}= & \frac{1}{2} b u^{2} u_{x x}+\frac{1}{2} c u^{3} u_{x x}+\frac{b^{2}}{c} u u_{x x}+b u^{2} u_{x x}+\frac{b^{3}}{2 c^{2}} u_{x x}+\frac{b^{2}}{2 c} u u_{x x}+\frac{b^{2}}{4 c^{2}} d u_{x}^{2} \\
& +\frac{b^{2}}{4 c} u_{x}^{2}-\frac{1}{2} c u^{2} u_{x}^{2}-b u u_{x}^{2}-\frac{3 b^{2}}{4 c} u_{x}^{2}+\frac{1}{4} d u^{2} u_{x}^{2}+\frac{1}{2 c} b d u u_{x}^{2}+\frac{1}{2} a u^{4}+\frac{b}{c} a u^{3} \\
& +\frac{b^{2}}{8 c^{2}} a u^{2} \tag{2.93}
\end{align*}
$$

$$
\begin{align*}
T_{2}^{1}= & u,  \tag{2.94}\\
T_{2}^{2}= & (b+c u) u_{x x}+\frac{1}{2} d u_{x}^{2}+\frac{1}{2} a u^{2} ;  \tag{2.95}\\
T_{3}^{1}= & {\left[-\cos \left(\sqrt{\frac{a}{c}} x\right) \cos \left(\frac{b a^{\frac{3}{2}}}{c^{\frac{3}{2}}} t\right)+\sin \left(\sqrt{\frac{a}{c}} x\right) \sin \left(\frac{b a^{\frac{3}{2}}}{c^{\frac{3}{2}}} t\right)\right] u, }  \tag{2.96}\\
T_{3}^{2}= & {\left[-\cos \left(\sqrt{\frac{a}{c}} x\right) \cos \left(\frac{b a^{\frac{3}{2}}}{c^{\frac{3}{2}}} t\right)+\sin \left(\sqrt{\frac{a}{c}} x\right) \sin \left(\frac{b a^{\frac{3}{2}}}{c^{\frac{3}{2}}} t\right)\right](b+c u) u_{x x} } \\
& +\frac{1}{2} d u_{x}^{2}\left[-\cos \left(\sqrt{\frac{a}{c}} x\right) \cos \left(\frac{b a^{\frac{3}{2}}}{c^{\frac{3}{2}}} t\right)+\sin \left(\sqrt{\frac{a}{c}} x\right) \sin \left(\frac{b a^{\frac{3}{2}}}{c^{\frac{3}{2}}} t\right)\right] \\
& -\sqrt{\frac{a}{c}}(b+c u) u_{x}\left[\cos \left(\sqrt{\frac{a}{c}} x\right) \sin \left(\frac{b a^{\frac{3}{2}}}{c^{\frac{3}{2}}} t\right)+\sin \left(\sqrt{\frac{a}{c}} x\right) \cos \left(\frac{b a^{\frac{3}{2}}}{c^{\frac{3}{2}}} t\right)\right] \\
& +\frac{b a}{c} u\left[\cos \left(\sqrt{\frac{a}{c}} x\right) \cos \left(\frac{b a^{\frac{3}{2}}}{c^{\frac{3}{2}}} t\right)-\sin \left(\sqrt{\frac{a}{c}} x\right) \sin \left(\frac{b a^{\frac{3}{2}}}{c^{\frac{3}{2}}} t\right)\right]  \tag{2.97}\\
T_{4}^{1}= & {\left[\operatorname { c o s } \left(\sqrt{\left.\left.\frac{a}{c} x\right) \sin \left(\frac{b a^{\frac{3}{2}}}{c^{\frac{3}{2}}} t\right)+\sin \left(\sqrt{\frac{a}{c}} x\right) \cos \left(\frac{b a^{\frac{3}{2}}}{c^{\frac{3}{2}}} t\right)\right] u,}\right.\right.}  \tag{2.98}\\
T_{4}^{2}= & {\left[\cos \left(\sqrt{\frac{a}{c}} x\right) \sin \left(\frac{b a^{\frac{3}{2}}}{c^{\frac{3}{2}}} t\right)+\sin \left(\sqrt{\left.\left.\frac{a}{c} x\right) \cos \left(\frac{b a^{\frac{3}{2}}}{c^{\frac{3}{2}}} t\right)\right](b+c u) u_{x x}}\right.\right.} \\
& +\frac{1}{2} d u_{x}^{2}\left[\cos \left(\sqrt{\frac{a}{c}} x\right) \sin \left(\frac{b a^{\frac{3}{2}}}{c^{\frac{3}{2}}} t\right)+\sin \left(\sqrt{\frac{a}{c} x}\right) \cos \left(\frac{b a^{\frac{3}{2}}}{c^{\frac{3}{2}}} t\right)\right] \\
& -\sqrt{\frac{a}{c}}(b+c u) u_{x}\left[\cos \left(\sqrt{\frac{a}{c}} x\right) \cos \left(\frac{b a^{\frac{3}{2}}}{c^{\frac{3}{2}}} t\right)-\sin \left(\sqrt{\left.\left.\frac{a}{c} x\right) \sin \left(\frac{b a^{\frac{3}{2}}}{c^{\frac{3}{2}}} t\right)\right]}\right.\right. \\
& -\frac{b a}{c} u\left[\operatorname { c o s } \left(\sqrt{\left.\left.\frac{a}{c} x\right) \sin \left(\frac{b a^{\frac{3}{2}}}{c^{\frac{3}{2}}} t\right)+\sin \left(\sqrt{\frac{a}{c}} x\right) \cos \left(\frac{b a^{\frac{3}{2}}}{c^{\frac{3}{2}}} t\right)\right]}\right.\right. \tag{2.99}
\end{align*}
$$

### 2.2 Exact solutions using Kudryashov method

The purpose of this segment is to present the algorithm of the Kudryashov technique for finding exact solutions of the nonlinear evolution equations. The Kudryashov method was one of the initial methods for finding exact solutions of nonlinear partial differential equations. [9, 25, 26].

Let us recall the basic idea of the Kudryashov method. Consider the nonlinear partial
differential equation in the form

$$
\begin{equation*}
E_{1}\left[u_{t}, u_{x}, \cdots\right]=0 \tag{2.100}
\end{equation*}
$$

We use the following ansatz

$$
\begin{equation*}
u(x, t)=F(z) \quad z=k_{1} x+k_{2} t+k_{3} . \tag{2.101}
\end{equation*}
$$

From equation (2.100), we obtain the ordinary nonlinear differential equation

$$
\begin{equation*}
E_{2}\left[k_{1} F^{\prime}(z), k_{2} F^{\prime}(z), k_{1}^{2} F^{\prime \prime}(z), k_{2}^{2} F^{\prime \prime}(z), \cdots\right]=0 \tag{2.102}
\end{equation*}
$$

which has a solution of the form

$$
\begin{equation*}
F(z)=\sum_{i=0}^{M} A_{i}(H(z))^{i}, \tag{2.103}
\end{equation*}
$$

where

$$
H(z)=\frac{1}{1+\cosh (z)+\sinh (z)}
$$

satisfies the equation

$$
\begin{equation*}
H^{\prime}(z)=H(z)^{2}-H(z) \tag{2.104}
\end{equation*}
$$

and $M$ is a positive integer while $A_{0}, \cdots, A_{M}$ are parameters to be determined.

### 2.2.1 Application of the Kudryashov method

Making use of anstaz (2.101), we obtain the following nonlinear ordinary differential equation

$$
\begin{equation*}
a k_{1} F(z) F^{\prime}+b k_{1}^{3} F^{\prime \prime \prime}+c\left(k_{1}^{3} F(z) F^{\prime \prime \prime}+k_{1}^{3} F^{\prime} F^{\prime \prime}\right)+d k_{1}^{3} F^{\prime} F^{\prime \prime}+k_{2} F^{\prime}=0 . \tag{2.105}
\end{equation*}
$$

By letting $M=1$, the solutions of equation (2.105) are of the form

$$
\begin{equation*}
F(z)=A_{0}+A_{1} H . \tag{2.106}
\end{equation*}
$$

Substituting equation (2.106) into equation (2.105) and making use of equation (2.104) and then equating all coefficients of the functions $H^{i}$ to zero, we obtain the following overdetermined system of algebraic equations in terms of $A_{0}, A_{1}$ :

$$
\begin{aligned}
& 8 c A_{1}^{2} k_{1}^{3}+2 d A_{1}^{2} k_{1}^{3}=0, \\
& 6 c A_{1} k_{1}^{3} A_{0}-17 c A_{1}^{2} k_{1}^{3}-5 d A_{1}^{2} k_{1}^{3}+6 b A_{1} k_{1}^{3}=0, \\
& -c A_{1} k_{1}^{3} A_{0}-b A_{1} k_{1}^{3}-a A_{1} k_{1} A_{0}-A_{1} k_{2}=0, \\
& -12 c A_{1} k_{1}^{3} A_{0}+11 c A_{1}^{2} k_{1}^{3}+4 d A_{1}^{2} k_{1}^{3}-12 b A_{1} k_{1}^{3}+a A_{1}^{2} k_{1}=0, \\
& 7 c A_{1} k_{1}^{3} A_{0}-2 c A_{1}^{2} k_{1}^{3}-d A_{1}^{2} k_{1}^{3}+7 b A_{1} k_{1}^{3}+a A_{1} k_{1} A_{0} \\
& -a A_{1}^{2} k_{1}+A_{1} k_{2}=0 .
\end{aligned}
$$

On solving the resultant system of algebraic equations, we obtain

$$
\begin{aligned}
& a=-c k_{1}^{2} \\
& A_{0}=\frac{k_{2}}{2 c k_{1}^{3}}-\frac{3 b}{2 c} \\
& d=-4 c \\
& A_{1}=\frac{k_{3}}{c k_{1}^{3}}+\frac{b}{c} .
\end{aligned}
$$

Consequently a solution of equation (2.3) is

$$
\begin{equation*}
u(x, t)=A_{0}+A_{1}\left\{\frac{1}{1+\cosh (z)+\sinh (z)}\right\} \tag{2.107}
\end{equation*}
$$

where $z=k_{1} x+k_{2} t+k_{3}$.


Figure 2.1: Evolution of travelling wave solution (2.107).

Similarly by letting $M=2$, we obtain the following overdetermined system of algebraic equations:

$$
\begin{aligned}
& 36 c k_{1}^{3} A_{2}^{2}+12 d k_{1}^{3} A_{2}^{2}=0, \\
& 40 c k_{1}^{3} A_{1} A_{2}-86 c k_{1}^{3} A_{2}^{2}+10 d k_{1}^{3} A_{1} A_{2}-32 d k_{1}^{3} A_{2}^{2}=0, \\
& -c k_{1}^{3} A_{0} A_{1}-b k_{1}^{3} A_{1}-a k_{1} A_{0} A_{1}-k_{2} A_{1}=0, \\
& 24 c k_{1}^{3} A_{0} A_{2}+8 c k_{1}^{3} A_{1}^{2}-92 c k_{1}^{3} A_{1} A_{2}+66 c k_{1}^{3} A_{2}^{2}+2 d k_{1}^{3} A_{1}^{2} \\
& -26 d k_{1}^{3} A_{1} A_{2}+28 d k_{1}^{3} A_{2}^{2}+24 b k_{1}^{3} A_{2}+2 a k_{1} A_{2}^{2}=0,
\end{aligned}
$$

$$
\begin{aligned}
& 7 c k_{1}^{3} A_{0} A_{1}-8 c k_{1}^{3} A_{0} A_{2}-2 c k_{1}^{3} A_{1}^{2}-d k_{1}^{3} A_{1}^{2}+7 b k_{1}^{3} A_{1} \\
& -8 b k_{1}^{3} A_{2}+a k_{1} A_{0} A_{1}-2 a k_{1} A_{0} A_{2}-a k_{1} A_{1}^{2}+k_{2} A_{1}-2 k_{2} A_{2}=0, \\
& 6 c k_{1}^{3} A_{0} A_{1}-54 c k_{1}^{3} A_{0} A_{2}-17 c k_{1}^{3} A_{1}^{2}+67 c k_{1}^{3} A_{1} A_{2}-16 c k_{1}^{3} A_{2}^{2} \\
& -5 d k_{1}^{3} A_{1}^{2}+22 d k_{1}^{3} A_{1} A_{2}-8 d k_{1}^{3} A_{2}^{2}+6 b k_{1}^{3} A_{1}-54 b k_{1}^{3} A_{2} \\
& +3 a k_{1} A_{1} A_{2}-2 a k_{1} A_{2}^{2}=0, \\
& -12 c k_{1}^{3} A_{0} A_{1}+38 c k_{1}^{3} A_{0} A_{2}+11 c k_{1}^{3} A_{1}^{2}-15 c k_{1}^{3} A_{1} A_{2}+4 d k_{1}^{3} A_{1}^{2} \\
& -6 d k_{1}^{3} A_{1} A_{2}-12 b k_{1}^{3} A_{1}+38 b k_{1}^{3} A_{2}+2 a k_{1} A_{0} A_{2}+a k_{1} A_{1}^{2}-3 a k_{1} A_{1} A_{2} \\
& +2 k_{2} A_{2}=0 .
\end{aligned}
$$

By solving the above resultant algebraic equations, we obtain

$$
\begin{aligned}
& d=-3 c \\
& A_{2}=-A_{1} \\
& k_{1}=\kappa \\
& k_{2}=-\frac{a \kappa\left(12 c A_{0}^{2}+2 c A_{0} A_{1}+12 b A_{0}+b A_{1}\right)}{12 c A_{0}+c A_{1}+12 b},
\end{aligned}
$$

where $\kappa$, is any root of $\left(12 c A_{0}+c A_{1}+12 b\right) \kappa^{2}-a A_{1}=0$ and subsequently the desired solution takes the form

$$
\begin{align*}
u(x, t) & =A_{0}+A_{1}\left\{\frac{1}{1+\cosh (z)+\sinh (z)}\right\} \\
& +\quad A_{2}\left\{\frac{1}{1+\cosh (z)+\sinh (z)}\right\}^{2} \tag{2.108}
\end{align*}
$$

where $z=k_{1} x+k_{2} t+k_{3}$.


Figure 2.2: Evolution of travelling wave solution (2.108).

Following the same procedure as before and taking $M=4$, we get the following overdetermined system of algebraic equations:

$$
\begin{aligned}
& 200 c k_{1}^{3} A_{4}^{2}+80 d k_{1}^{3} A_{4}^{2}=0, \\
& 288 c k_{1}^{3} A_{3} A_{4}-524 c k_{1}^{3} A_{4}^{2}+108 d k_{1}^{3} A_{3} A_{4}-224 d k_{1}^{3} A_{4}^{2}=0, \\
& -c k_{1}^{3} A_{0} A_{1}-b k_{1}^{3} A_{1}-a k_{1} A_{0} A_{1}-k_{2} A_{1}=0,
\end{aligned}
$$

$$
\begin{aligned}
& 208 c k_{1}^{3} A_{2} A_{4}+96 c k_{1}^{3} A_{3}^{2}-744 c k_{1}^{3} A_{3} A_{4}+452 c k_{1}^{3} A_{4}{ }^{2}+64 d k_{1}^{3} A_{2} A_{4} \\
& +36 d k_{1}^{3} A_{3}^{2}-300 d k_{1}^{3} A_{3} A_{4}+208 d k_{1}^{3} A_{4}^{2}+4 a k_{1} A_{4}^{2}=0, \\
& 7 c k_{1}^{3} A_{0} A_{1}-8 c k_{1}^{3} A_{0} A_{2}-2 c k_{1}^{3} A_{1}{ }^{2}-d k_{1}{ }^{3} A_{1}{ }^{2}+7 b k_{1}{ }^{3} A_{1}-8 b k_{1}^{3} A_{2} \\
& +a k_{1} A_{0} A_{1}-2 a k_{1} A_{0} A_{2}-a k_{1} A_{1}^{2}+k_{2} A_{1}-2 k_{2} A_{2}=0, \\
& 154 c k_{1}^{3} A_{1} A_{4}+126 c k_{1}^{3} A_{2} A_{3}-530 c k_{1}^{3} A_{2} A_{4}-243 c k_{1}^{3} A_{3}^{2}+631 c k_{1}^{3} A_{3} A_{4} \\
& -128 c k_{1}{ }^{3} A_{4}{ }^{2}+28 d k_{1}{ }^{3} A_{1} A_{4}+42 d k_{1}{ }^{3} A_{2} A_{3}-176 d k_{1}{ }^{3} A_{2} A_{4}-99 d k_{1}{ }^{3} A_{3}{ }^{2} \\
& +276 d k_{1}^{3} A_{3} A_{4}-64 d k_{1}^{3} A_{4}^{2}+7 a k_{1} A_{3} A_{4}-4 a k_{1} A_{4}{ }^{2}=0, \\
& -12 c k_{1}^{3} A_{0} A_{1}+38 c k_{1}^{3} A_{0} A_{2}-27 c k_{1}^{3} A_{0} A_{3}+11 c k_{1}^{3} A_{1}^{2}-15 c k_{1}^{3} A_{1} A_{2} \\
& +4 d k_{1}{ }^{3} A_{1}{ }^{2}-6 d k_{1}{ }^{3} A_{1} A_{2}-12 b k_{1}{ }^{3} A_{1}+38 b k_{1}{ }^{3} A_{2}-27 b k_{1}^{3} A_{3}+2 a k_{1} A_{0} A_{2} \\
& -3 a k_{1} A_{0} A_{3}+a k_{1} A_{1}{ }^{2}-3 a k_{1} A_{1} A_{2}+2 k_{2} A_{2}-3 k_{2} A_{3}=0, \\
& 120 c k_{1}^{3} A_{0} A_{4}+84 c k_{1}^{3} A_{1} A_{3}-388 c k_{1}^{3} A_{1} A_{4}+36 c k_{1}^{3} A_{2}{ }^{2}-312 c k_{1}^{3} A_{2} A_{3} \\
& +442 c k_{1}^{3} A_{2} A_{4}+201 c k_{1}^{3} A_{3}{ }^{2}-175 c k_{1}{ }^{3} A_{3} A_{4}+18 d k_{1}{ }^{3} A_{1} A_{3}-76 d k_{1}{ }^{3} A_{1} A_{4} \\
& +12 d k_{1}^{3} A_{2}{ }^{2}-114 d k_{1}^{3} A_{2} A_{3}+160 d k_{1}{ }^{3} A_{2} A_{4}+90 d k_{1}^{3} A_{3}{ }^{2}-84 d k_{1}{ }^{3} A_{3} A_{4} \\
& +120 b k_{1}^{3} A_{4}+6 a k_{1} A_{2} A_{4}+3 a k_{1} A_{3}^{2}-7 a k_{1} A_{3} A_{4}=0, \\
& 60 c k_{1}^{3} A_{0} A_{3}-300 c k_{1}^{3} A_{0} A_{4}+40 c k_{1}^{3} A_{1} A_{2}-204 c k_{1}^{3} A_{1} A_{3}+319 c k_{1}^{3} A_{1} A_{4} \\
& -86 c k_{1}^{3} A_{2}^{2}+251 c k_{1}^{3} A_{2} A_{3}-120 c k_{1}^{3} A_{2} A_{4}-54 c k_{1}^{3} A_{3}^{2}+10 d k_{1}^{3} A_{1} A_{2} \\
& -48 d k_{1}^{3} A_{1} A_{3}+68 d k_{1}^{3} A_{1} A_{4}-32 d k_{1}^{3} A_{2}^{2}+102 d k_{1}^{3} A_{2} A_{3}-48 d k_{1}^{3} A_{2} A_{4} \\
& -27 d k_{1}^{3} A_{3}^{2}+60 b k_{1}^{3} A_{3}-300 b k_{1}^{3} A_{4}+5 a k_{1} A_{1} A_{4}+5 a k_{1} A_{2} A_{3}-6 a k_{1} A_{2} A_{4} \\
& -3 a k_{1} A_{3}{ }^{2}=0, \\
& 6 c k_{1}^{3} A_{0} A_{1}-54 c k_{1}{ }^{3} A_{0} A_{2}+111 c k_{1}{ }^{3} A_{0} A_{3}-64 c k_{1}^{3} A_{0} A_{4}-17 c k_{1}{ }^{3} A_{1}{ }^{2} \\
& +67 c k_{1}{ }^{3} A_{1} A_{2}-40 c k_{1}^{3} A_{1} A_{3}-16 c k_{1}{ }^{3} A_{2}{ }^{2}-5 d k_{1}{ }^{3} A_{1}{ }^{2}+22 d k_{1}^{3} A_{1} A_{2} \\
& -12 d k_{1}{ }^{3} A_{1} A_{3}-8 d k_{1}{ }^{3} A_{2}{ }^{2}+6 b k_{1}{ }^{3} A_{1}-54 b k_{1}{ }^{3} A_{2}+111 b k_{1}{ }^{3} A_{3}-64 b k_{1}{ }^{3} A_{4} \\
& +3 a k_{1} A_{0} A_{3}-4 a k_{1} A_{0} A_{4}+3 a k_{1} A_{1} A_{2}-4 a k_{1} A_{1} A_{3}-2 a k_{1} A_{2}^{2}+3 k_{2} A_{3} \\
& -4 k_{2} A_{4}=0,
\end{aligned}
$$

$$
\begin{aligned}
& 24 c k_{1}^{3} A_{0} A_{2}-144 c k_{1}^{3} A_{0} A_{3}+244 c k_{1}^{3} A_{0} A_{4}+8 c k_{1}^{3} A_{1}^{2}-92 c k_{1}^{3} A_{1} A_{2} \\
& +160 c k_{1}^{3} A_{1} A_{3}-85 c k_{1}^{3} A_{1} A_{4}+66 c k_{1}^{3} A_{2}^{2}-65 c k_{1}^{3} A_{2} A_{3}+2 d k_{1}^{3} A_{1}^{2} \\
& -26 d k_{1}^{3} A_{1} A_{2}+42 d k_{1}^{3} A_{1} A_{3}-20 d k_{1}^{3} A_{1} A_{4}+28 d k_{1}^{3} A_{2}^{2}-30 d k_{1}^{3} A_{2} A_{3} \\
& +24 b k_{1}^{3} A_{2}-144 b k_{1}^{3} A_{3}+244 b k_{1}^{3} A_{4}+4 a k_{1} A_{0} A_{4}+4 a k_{1} A_{1} A_{3} \\
& -5 a k_{1} A_{1} A_{4}+2 a k_{1} A_{2}^{2}-5 a k_{1} A_{2} A_{3}+4 k_{2} A_{4}=0 .
\end{aligned}
$$

Solving the above system of algebraic equations, we obtain

$$
\begin{aligned}
& a=-2 c k_{1}^{2}, \\
& d=-\frac{5}{2} c \\
& A_{0}=-\frac{c A_{3}+72 b}{72 c}, \\
& A_{1}=\frac{1}{6} A_{3}, \\
& A_{2}=-\frac{2}{3} A_{3}, \\
& A_{4}=-\frac{1}{2} A_{3}, \\
& k_{2}=-\frac{c A_{3} k_{1}^{3}}{72}-2 b k_{1}^{3} .
\end{aligned}
$$

As a result, the solution of equation (2.3) is

$$
\begin{align*}
u(x, t) & =A_{0}+A_{1}\left\{\frac{1}{1+\cosh (z)+\sinh (z)}\right\}+A_{2}\left\{\frac{1}{1+\cosh (z)+\sinh (z)}\right\}^{2} \\
& +A_{3}\left\{\frac{1}{1+\cosh (z)+\sinh (z)}\right\}^{3}+A_{4}\left\{\frac{1}{1+\cosh (z)+\sinh (z)}\right\}^{4},(2.1 \tag{2.109}
\end{align*}
$$

where $z=k_{1} x+k_{2} t+k_{3}$.


Figure 2.3: Evolution of travelling wave solution (2.109).

### 2.3 Concluding remarks

New exact solutions and conservation laws of a generalized Kudryashov-Sinelshchikov equation were computed. Kudryashov method was employed to compute solitary wave solutions while conservation laws were computed via the multiplier approach.

## Chapter 3

## Lagrangian formulation, <br> Conservation laws, Travelling wave solutions of a generalized

## Benney-Luke equation

In this chapter, we study the generalized Benney-Luke equation in the form

$$
\begin{equation*}
u_{t t}-u_{x x}+\alpha u_{x x x x}-\beta u_{x x t t}+u_{t} u_{x x}+2 u_{x} u_{x t}=0 . \tag{3.1}
\end{equation*}
$$

In 1964, D.J. Benney and J.C. Luke derived the above equation [27], where $\alpha, \beta$ are positive constants. Benney-Luke equation (3.1) models waves propagating on the surface of a fluid in a shallow channel of constant depth taking into consideration the surface tension effect. The Benney-Luke equation and its generalizations have been extensively investigated [24,28-31]. The approaches used in the investigation include stability analysis, Cauchy problem, existence and analyticity of solutions, etc. We refer the interested reader to references [24,28-31] and references therein. However, in this present work, our goal is to compute conservation laws and exact solutions of equation (3.1).

We use the Noether theorem [14] to construct conservation laws for equation (3.1).

Furthermore, we will obtain exact solutions of the Benney-Luke equation via the extended tanh method.

### 3.1 Construction of conservation laws for BenneyLuke equation (3.1)

Consider the Benney-Luke equation (3.1), viz.,

$$
u_{t t}-u_{x x}+\alpha u_{x x x x}-\beta u_{x x t t}+u_{t} u_{x x}+2 u_{x} u_{x t}=0
$$

It can be verified that the second-order Langragian given by

$$
\begin{equation*}
L=\frac{1}{2} u_{x}^{2}-\frac{1}{2} u_{t}^{2}+\frac{1}{2} \alpha u_{x x}^{2}-\frac{1}{2} \beta u_{t x}^{2}-\frac{1}{2} u_{t} u_{x}^{2} \tag{3.2}
\end{equation*}
$$

satisfies the Euler-Lagrange equation (1.26). Thus

$$
\begin{equation*}
\frac{\delta L}{\delta u}=0, \tag{3.3}
\end{equation*}
$$

where the Euler-Langrage Operator $\delta / \delta u$ is defined by

$$
\begin{align*}
\frac{\delta}{\delta u}= & \frac{\partial}{\partial u}-D_{t} \frac{\partial}{\partial u_{t}}-D_{x} \frac{\partial}{\partial u_{x}}+D_{t}^{2} \frac{\partial}{\partial u_{t t}}+D_{x}^{2} \frac{\partial}{\partial u_{x x}} \\
& +D_{x} D_{t} \frac{\partial}{\partial u_{x t}}+\cdots \tag{3.4}
\end{align*}
$$

and the total differential operators are given by

$$
\begin{aligned}
D_{t} & =\frac{\partial}{\partial t}+u_{t} \frac{\partial}{\partial u}+u_{t t} \frac{\partial}{\partial u_{t}}+u_{t x} \frac{\partial}{\partial u_{x}}+\cdots \\
D_{x} & =\frac{\partial}{\partial x}+u_{x} \frac{\partial}{\partial u}+u_{x x} \frac{\partial}{\partial u_{x}}+u_{t x} \frac{\partial}{\partial u_{t}}+\cdots
\end{aligned}
$$

We now verify that equation (3.2) satisfies equation (3.3)

$$
\begin{align*}
\frac{\delta L}{\delta u} & =D_{t}\left(u_{t}\right)-D_{x}\left(u_{x}\right)-D_{t}\left(-\frac{1}{2} u_{x}^{2}\right)+D_{x}^{2}\left(\alpha u_{x x}\right)+D_{x} D_{t}\left(\beta u_{t x}\right)+D_{x}\left(u_{t} u_{x x}\right) \\
& =u_{t t}-u_{x x}+\alpha u_{x x x x}-\beta u_{x x t t}+u_{t} u_{x x}+2 u_{x} u_{x t} \\
& =0 \tag{3.5}
\end{align*}
$$

As a result the Langragian (3.2) is the Langragian of (3.1).
Consider the vector field

$$
\begin{equation*}
\mathbf{X}=\tau(t, x, u) \frac{\partial}{\partial t}+\xi(t, x, u) \frac{\partial}{\partial x}+\eta(t, x, u) \frac{\partial}{\partial u}, \tag{3.6}
\end{equation*}
$$

which has the second-order prolongation given by

$$
\begin{equation*}
\mathbf{X}^{[2]}=\mathbf{X}+\zeta_{t} \frac{\partial}{\partial u_{t}}+\zeta_{x} \frac{\partial}{\partial u_{x}}+\zeta_{t t} \frac{\partial}{\partial u_{t t}}+\zeta_{x x} \frac{\partial}{\partial u_{x x}}+\zeta_{t x} \frac{\partial}{\partial u_{t x}}, \tag{3.7}
\end{equation*}
$$

where

$$
\begin{align*}
\zeta_{t} & =D_{t}(\eta)-u_{t} D_{t}(\tau)-u_{x} D_{t}(\xi)  \tag{3.8}\\
\zeta_{x} & =D_{x}(\eta)-u_{t} D_{x}(\tau)-u_{x} D_{x}(\xi)  \tag{3.9}\\
\zeta_{t t} & =D_{i}\left(\zeta_{1}\right)-u_{t t} D_{t}(\tau)-u_{t x} D_{t}(\xi)  \tag{3.10}\\
\zeta_{t x} & =D_{x}\left(\zeta_{1}\right)-u_{t t} D_{x}(\tau)-u_{t x} D_{x}(\xi)  \tag{3.11}\\
\zeta_{x x} & =D_{x}\left(\zeta_{2}\right)-u_{t x} D_{x}(\tau)-u_{x x} D_{x}(\xi) \tag{3.12}
\end{align*}
$$

The vector field $\mathbf{X}$, defined in equation (3.7), is a called Noether symmetry corresponding to the Lagrangian $L$ if it satisfies

$$
\begin{equation*}
\mathbf{X}^{[2]}(L)+\left\{D_{t}(\tau)+D_{x}(\xi)\right\} L=D_{t}\left(B^{1}\right)+D_{x}\left(B^{2}\right) \tag{3.13}
\end{equation*}
$$

where $B^{1}(t, x, u)$ and $B^{2}(t, x, u)$ are the gauge terms. Using the definition of $\mathbf{X}^{[2]}$ from equation (3.7) and inserting $L$ from equation (3.2) into equation (3.13) yields

$$
\begin{align*}
& {\left[\zeta_{t} \frac{\partial}{\partial u_{t}}+\zeta_{x} \frac{\partial}{\partial u_{x}}+\zeta_{x x} \frac{\partial}{\partial u_{x x}}+\zeta_{t x} \frac{\partial}{\partial u_{t x}}\right]\left(\frac{1}{2} u_{x}^{2}-\frac{1}{2} u_{t}^{2}+\frac{1}{2} \alpha u_{x x}^{2}-\frac{1}{2} \beta u_{t x}^{2}-\frac{1}{2} u_{t} u_{x}^{2}\right)} \\
& +\left[\left(\frac{\partial}{\partial t}+u_{t} \frac{\partial}{\partial u}\right)(\tau)+\left(\frac{\partial}{\partial x}+u_{x} \frac{\partial}{\partial u}\right)(\xi)\right]\left(\frac{1}{2} u_{x}^{2}-\frac{1}{2} u_{t}^{2}+\frac{1}{2} \alpha u_{x x}^{2}-\frac{1}{2} \beta u_{t x}^{2}-\frac{1}{2} u_{t} u_{x}^{2}\right) \\
& =\left(\frac{\partial}{\partial t}+u_{t} \frac{\partial}{\partial u}\right) B^{1}+\left(\frac{\partial}{\partial x}+u_{x} \frac{\partial}{\partial u}\right) B^{2}, \tag{3.14}
\end{align*}
$$

which gives

$$
\begin{align*}
& -u_{t} \zeta_{t}-\frac{1}{2} u_{x}^{2} \zeta_{t}+u_{x} \zeta_{x}-u_{t} u_{x} \zeta_{x}-\beta u_{t x} \zeta_{t x}+\alpha u_{x x} \zeta_{x x}+\left(\tau_{t}+u_{t} \tau_{u}+\xi_{x}+u_{x} \xi_{u}\right) \\
& \times\left(\frac{1}{2} u_{x}^{2}-\frac{1}{2} u_{t}^{2}+\frac{1}{2} \alpha u_{x x}^{2}-\frac{1}{2} \beta u_{t x}^{2}-\frac{1}{2} u_{t} u_{x}^{2}\right)=B_{t}^{1}+u_{t} B_{u}^{1}+B_{x}^{2}+u_{x} B_{u}^{2} . \tag{3.15}
\end{align*}
$$

Substituting the values of $\zeta_{t}, \zeta_{x}, \zeta_{t x}$ and $\zeta_{x x}$ into equation (3.15), we obtain

$$
\begin{align*}
& -u_{t} \eta_{t}-u_{t}^{2} \eta_{u}+u_{t}^{2} \tau_{t}+u_{t}^{3} \tau_{u}+u_{t} u_{x} \xi_{t}+u_{t}^{2} u_{x} \xi_{u}-\frac{1}{2} u_{x}^{2} \eta_{t}-\frac{1}{2} u_{t} u_{x}^{2} \eta_{u}+\frac{1}{2} u_{t} u_{x}^{2} \tau_{t} \\
& +\frac{1}{2} u_{x} u_{t}^{2} \tau_{u}+\frac{1}{2} u_{x}^{3} \xi_{t}+\frac{1}{2} u_{t} u_{x}^{3} \xi_{u}+u_{x} \eta_{x}+u_{x}^{2} \eta_{u}-u_{t} u_{x} \tau_{x}-u_{t} u_{x}^{2} \tau_{u}-u_{x}^{2} \xi_{x}-u_{x}^{3} \xi_{u} \\
& -u_{t} u_{x} \eta_{x}-u_{t} u_{x}^{2} \eta_{u}+u_{x} u_{t}^{2} \tau_{x}+u_{x}^{2} u_{t}^{2} \tau_{u}+u_{t} u_{x}^{2} \xi_{x}+u_{t} u_{x}^{3} \xi_{u}-\beta u_{t x} \eta_{t x}-\beta u_{x} u_{t x} \eta_{t u} \\
& -\beta u_{t} u_{t x} \eta_{x u}-\beta u_{t x}^{2} \eta_{u}-\beta u_{x} u_{t} u_{t x} \eta_{u u}+\beta u_{t x}^{2} \tau_{t}+\beta u_{x} u_{t x} \eta_{t u}+\beta u_{t x}^{2} \xi_{x}+\beta u_{t} u_{t x} \tau_{t x} \\
& +\beta u_{t t} u_{t x} \tau_{x}+\beta u_{t} u_{x} u_{t x} \tau_{t u}+\beta u_{x} u_{t} u_{t x} \xi_{x u}+\beta u_{t}^{2} \tau_{x u}+2 \beta u_{t} u_{t x}^{2} \tau_{u}+\beta u_{x} u_{t t} u_{t x} \tau_{u} \\
& +\beta u_{x} u_{t}^{2} u_{t x} \tau_{u u}+\beta u_{x} u_{t x} \xi_{t x}+\beta u_{x x} u_{t x} \xi_{t}+\beta u_{x}^{2} u_{t x} \xi_{t u}+2 \beta u_{x} u_{t x}^{2} \xi_{u}+\beta u_{t} u_{x x} u_{t x} \xi_{u} \\
& +\beta u_{t} u_{x x} u_{t x} \xi_{u}+\beta u_{t} u_{x}^{2} u_{t x} \xi_{u u}+\alpha u_{x x} \eta_{x x}+2 \alpha u_{x} u_{x x} \eta_{x u}+\alpha u_{x x}^{2} \eta_{u}+\alpha u_{x}^{2} u_{x x} \eta_{u u} \\
& -2 \alpha u_{x x}^{2} \xi_{x}-\alpha u_{u} u_{x x} \xi_{x x}-2 \alpha u_{x}^{2} u_{x x} \xi_{x u}-3 \alpha u_{x} u_{x x}^{2} \xi_{u}-\alpha u_{x}^{3} u_{x x} \xi_{u u}-2 \alpha u_{t x} u_{x x} \tau_{x} \\
& -\alpha u_{t} u_{x x} \tau_{x x}-2 \alpha u_{t} u_{x} u_{x x} \tau_{x u}-\alpha u_{t} u_{x x} \tau_{u}-2 \alpha u_{x} u_{t x} u_{x x} \tau_{u u}-\alpha u_{t} u_{x}^{2} u_{x x} \tau_{u u}+\frac{1}{2} u_{x}^{2} \tau_{t} \\
& -\frac{1}{2} u_{t}^{2} \tau_{t}+\frac{1}{2} \alpha u_{x x}^{2} \tau_{t}-\frac{1}{2} \beta u_{t x}^{2} \tau_{t}-\frac{1}{2} u_{t} u_{x}^{2} \tau_{t}+\frac{1}{2} u_{t} u_{x}^{2} \tau_{u}-\frac{1}{2} u_{x}^{3} \tau_{u}+\frac{1}{2} \alpha u_{t} u_{x x}^{2} \tau_{u} \\
& -\frac{1}{2} u_{t} u_{t x}^{2} \tau_{u}-\frac{1}{2} u_{t}^{2} u_{x}^{2} \tau_{u}+\frac{1}{2} u_{x}^{2} \xi_{x}-\frac{1}{2} u_{t}^{2} \xi_{x}+\frac{1}{2} \alpha u_{x x}^{2} \xi_{x}-\frac{1}{2} \beta u_{t x}^{2} \xi_{x}-\frac{1}{2} u_{t} u_{x}^{2} \xi_{x}+\frac{1}{2} u_{x}^{3} \xi_{u} \\
& -\frac{1}{2} u_{x} u_{t}^{2} \xi_{u}+\frac{1}{2} \alpha u_{x} u_{x x}^{2} \xi_{u}-\frac{1}{2} \beta u_{x} u_{t x}^{2} \xi_{u}-\frac{1}{2} u_{t} u_{x}^{3} \xi_{u}=B_{t}^{1}+u_{t} B_{u}^{1}+B_{x}^{2}+u_{x} B_{u}^{2} \tag{3.16}
\end{align*}
$$

Splitting the above equation with respect to the derivatives of $u$, yields the following overdetermined system of linear PDEs:

$$
\begin{align*}
\tau_{u} & =0  \tag{3.17}\\
\tau_{x} & =0  \tag{3.18}\\
\xi_{t} & =0  \tag{3.19}\\
\xi_{u} & =0  \tag{3.20}\\
\eta_{x} & =0  \tag{3.21}\\
\eta_{u u} & =0, \tag{3.22}
\end{align*}
$$

$$
\begin{align*}
& \eta_{t u}=0,  \tag{3.23}\\
& B_{u}^{2}=0,  \tag{3.24}\\
& \xi_{x}-3 \eta_{u}=0,  \tag{3.25}\\
& B_{u}^{1}+\eta_{t}=0,  \tag{3.26}\\
& 2 \eta_{u}-3 \xi_{x}+\tau_{t}=0,  \tag{3.27}\\
& 2 \eta_{u}-\xi_{x}-\tau_{t}=0,  \tag{3.28}\\
& 2 \eta_{u}-\xi_{x}-\eta_{t}+\tau_{t}=0,  \tag{3.29}\\
& B_{t}^{1}+B_{x}^{2}=0 . \tag{3.30}
\end{align*}
$$

We now solve the above system of linear partial differential equations for $\tau, \xi, \eta, B^{1}$ and $B^{2}$. Equations (3.17) and (3.18) imply that

$$
\begin{equation*}
\tau(t, x, u)=a(t) \tag{3.31}
\end{equation*}
$$

where $a(t)$ is an arbitrary function of $t$. From equations (3.19) and (3.20), we obtain

$$
\begin{equation*}
\xi(t, x, u)=b(x) \tag{3.32}
\end{equation*}
$$

where $b(x)$ is an arbitrary function of $x$. Integrating equation (3.21) with respect to $x$ gives

$$
\begin{equation*}
\eta(t, x, u)=c(t, u) \tag{3.33}
\end{equation*}
$$

where $c(t, u)$ is an arbitrary function of $t$ and $u$. Substituting the value of $\eta$ from equation (3.33) into equation (3.22) and integrating twice with respect to $u$ yields

$$
\begin{equation*}
c(t, u)=d(t) u+e(t) \tag{3.34}
\end{equation*}
$$

where $d(t)$ and $e(t)$ are arbitrary functions of $t$. Thus

$$
\begin{equation*}
\eta(t, x, u)=d(t) u+e(t) \tag{3.35}
\end{equation*}
$$

Inserting equation (3.35) into (3.23) and solving the resulting equation gives

$$
\begin{equation*}
\eta(t, x, u)=k_{1} u+e(t) \tag{3.36}
\end{equation*}
$$

where $k_{1}$ is an arbitrary constant of integration. Integrating equation (3.24) with respect to $u$ yields

$$
\begin{equation*}
B^{2}(t, x, u)=F(t, x) \tag{3.37}
\end{equation*}
$$

where $f(t, x)$ is an arbitrary function of $t$ and $x$. Substituting the values of $\xi$ and $\eta$ into equation (3.25) and integrating with respect to $x$, we obtain

$$
\begin{equation*}
b(x)=3 k_{1} x+k_{2} \tag{3.38}
\end{equation*}
$$

where $k_{1}$ and $k_{2}$ are arbitrary constants of integration. Thus

$$
\begin{equation*}
\xi(t, x, u)=3 k_{1} x+k_{2} . \tag{3.39}
\end{equation*}
$$

Inserting equations (3.31), (3.36) and (3.39) into (3.27) and solving gives

$$
\begin{equation*}
a(t)=7 k_{1} t+k_{3} \tag{3.40}
\end{equation*}
$$

where $k_{3}$ is an arbitrary constant of integration and so we have

$$
\begin{equation*}
\tau(t, x, u)=7 k_{1} t+k_{3} . \tag{3.41}
\end{equation*}
$$

Substituting equations (3.36), (3.39) and (3.41) into (3.28) and solving the resulting equation gives

$$
\begin{equation*}
k_{1}=0 . \tag{3.42}
\end{equation*}
$$

As a result equations (3.36), (3.39) and (3.41) reduces to the following:

$$
\begin{align*}
\tau(t, x, u) & =k_{3}  \tag{3;43}\\
\xi(t, x, u) & =k_{2}  \tag{3.44}\\
\eta(t, x, u) & =e(t) \tag{3.45}
\end{align*}
$$

By substituting equations (3.43), (3.44) and (3.45) into equation (3.29), we obtain

$$
\begin{equation*}
e(t)=k_{4} \tag{3.46}
\end{equation*}
$$

where $k_{4}$ is an arbitrary constant of integration. Thus

$$
\begin{equation*}
\eta(t, x, u)=k_{4} . \tag{3.47}
\end{equation*}
$$

From equation (3.26), we have

$$
\begin{equation*}
B^{1}(t, x, u)=G(t, x) \tag{3.48}
\end{equation*}
$$

Thus equation (3.30) gives

$$
\begin{equation*}
G_{t}(t, x)+F_{x}(t, x)=0 \tag{3.49}
\end{equation*}
$$

Consequently we have the following:

$$
\begin{aligned}
& \tau(t, x, u)=k_{3}, \quad \xi(t, x, u)=k_{2}, \quad \eta(t, x, u)=k_{4}, \quad B^{1}(t, x, u)=G(t, x), \\
& B^{2}(t, x, u)=F(t, x), \quad G_{t}(t, x)+F_{x}(t, x)=0 .
\end{aligned}
$$

We choose $G(t, x)=F(t, x)=0$ as they only contribute to the trivial part of the conserved vectors. Hence the Noether symmetries and the associated gauge functions are

$$
\begin{aligned}
& X_{1}=\frac{\partial}{\partial t}, \quad B^{1}=0, \quad B^{2}=0, \\
& X_{2}=\frac{\partial}{\partial x}, \quad B^{1}=0, \quad B^{2}=0, \\
& X_{3}=\frac{\partial}{\partial u}, \quad B^{1}=0, \quad B^{2}=0 .
\end{aligned}
$$

We use the above results to find the components of conserved vectors. Applying Noether's theorem leads to the following nontrivial conserved vectors associated with three Noether point symmetries:

$$
\begin{align*}
& T_{1}^{1}=\frac{1}{2} u_{x}^{2}+\frac{1}{2} u_{t}^{2}+\frac{1}{2} \alpha u_{x x}^{2}+\frac{1}{2} \beta u_{t x}^{2} \\
& T_{1}^{2}=-u_{t} u_{x}+u_{t}^{2} u_{x}-\beta u_{t} u_{t t x}+\alpha u_{t} u_{x x x}-\alpha u_{t x} u_{x x}  \tag{3.50}\\
& T_{2}^{1}=u_{x} u_{t}+\frac{1}{2} u_{x}^{3}+\beta u_{t x} u_{x x} \\
& T_{2}^{2}=-\frac{1}{2} u_{x}^{2}-\frac{1}{2} u_{t}^{2}-\frac{1}{2} \alpha u_{x x}^{2}-\frac{1}{2} \beta u_{t x}^{2}+\frac{1}{2} u_{t} u_{x}^{2}-\beta u_{x} u_{t t x}+\alpha u_{x} u_{x x x}  \tag{3.51}\\
& T_{3}^{1}=-u_{t}-\frac{1}{2} u_{x}^{2} \\
& T_{3}^{2}=u_{x}-u_{t} u_{x}+\beta u_{t t x}-\alpha u_{x x x} \tag{3.52}
\end{align*}
$$

### 3.2 Exact solutions using the extended tanh method

In this section we use the extended tanh function method which was introduced by Wazwaz [32]. We use the following ansatz

$$
\begin{equation*}
u(x, t)=F(z), \quad z=x-\omega t . \tag{3.53}
\end{equation*}
$$

Making use of (3.53), equation (3.1) is reduced to the following nonlinear ordinary differential equation:

$$
\begin{equation*}
\alpha F^{\prime \prime \prime \prime}(z)-\beta \omega^{2} F^{\prime \prime \prime \prime}(z)+\omega^{2} F^{\prime \prime}(z)-F^{\prime \prime}(z)-3 \omega F^{\prime}(z) F^{\prime \prime}(z)=0 . \tag{3.54}
\end{equation*}
$$

The basic idea in this method is to assume that the solution of (3.54) can be written in the form

$$
\begin{equation*}
F(z)=\sum_{i=-M}^{M} A_{i} H(z)^{i} \tag{3.55}
\end{equation*}
$$

where $H(z)$ satisfies an auxiliary equation, say for example the Riccati equation

$$
\begin{equation*}
H^{\prime}(z)=1-H^{2}(z), \tag{3.56}
\end{equation*}
$$

whose solution is given by

$$
\begin{equation*}
H(z)=\tanh (z) . \tag{3.57}
\end{equation*}
$$

The positive integer $M$ will be determined by the homogeneous balance method between the highest order derivative and highest order nonlinear term appearing in (3.54). $A_{i}$ are parameters to be determined. In our case, the balancing procedure gives $M=1$ and so the solutions of (3.54) are of the form

$$
\begin{equation*}
F(z)=A_{-1} H^{-1}+A_{0}+A_{1} H . \tag{3.58}
\end{equation*}
$$

Substituting equation (3.58) into equation (3.54) and making use of the Riccati equation (3.56) and then equating the coefficients of the functions $H^{i}$ to zero, we obtain the following algebraic system of equations:

$$
\begin{aligned}
& 8 c A_{1}^{2} k_{1}^{3}+2 d A_{1}^{2} k_{1}^{3}=0, \\
& 6 c A_{1} k_{1}^{3} A_{0}-17 c A_{1}^{2} k_{1}^{3}-5 d A_{1}^{2} k_{1}^{3}+6 b A_{1} k_{1}^{3}=0, \\
& -c A_{1} k_{1}^{3} A_{0}-b A_{1} k_{1}^{3}-a A_{1} k_{1} A_{0}-A_{1} k_{2}=0, \\
& -12 c A_{1} k_{1}^{3} A_{0}+11 c A_{1}^{2} k_{1}^{3}+4 d A_{1}^{2} k_{1}^{3}-12 b A_{1} k_{1}^{3}+a A_{1}^{2} k_{1}=0, \\
& 7 c A_{1} k_{1}^{3} A_{0}-2 c A_{1}^{2} k_{1}^{3}-d A_{1}^{2} k_{1}^{3}+7 b A_{1} k_{1}^{3}+a A_{1} k_{1} A_{0}-a A_{1}^{2} k_{1}+A_{1} k_{2}=0 .
\end{aligned}
$$

Solving the resultant system of algebraic equations leads to the following three cases:

## Case 1

$$
\begin{aligned}
& \omega=k \\
& A_{-1}=0 \\
& A_{1}=-\frac{-4 k \alpha+4 k \beta}{4 \alpha-1}
\end{aligned}
$$

## Case 2

$$
\begin{aligned}
& \omega=k \\
& A_{-1}=-\frac{-4 k \alpha+4 k \beta}{4 \alpha-1} \\
& A_{1}=0
\end{aligned}
$$

## Case 3

$$
\begin{aligned}
& \omega=p \\
& A_{-1}=-\frac{-4 p \alpha+4 p \beta}{16 \alpha-1} \\
& A_{1}=-\frac{-4 p \alpha+4 p \beta}{16 \alpha-1}
\end{aligned}
$$

where $k$ and $p$ are any roots of $(4 \beta-1) k^{2}-4 \alpha+1=0$ and $(-1+16 \beta) p^{2}-16 \alpha+1=$ 0 respectively. As a result, a solution of (3.1) is

$$
\begin{equation*}
u(x, t)=A_{-1} \operatorname{coth}(z)+A_{0}+A_{1} \tanh (z) \tag{3.59}
\end{equation*}
$$

where $z=x-\omega t$.


Figure 3.1: Evolution of the solution of (3.1) for Case 1.


Figure 3.2: Evolution of the solution of (3.1) for Case 3.

### 3.3 Concluding remarks

In this chapter the Noether symmetries of a generalized Benney-Luke equation were computed. Thereafter, we constructed the associated conservation laws. Moreover, we derived exact solutions for the generalized Benney-Luke equation via the extended tanh method.

## Chapter 4

## Conclusions and Discussions

In this dissertation we first briefly introduced the basic concepts which were used through out the dissertation. In Chapter two we constructed the conservation laws for the generalized Kudryashov-Sinelshchikov equation (2.3) by applying the multiplier method. Thereafter, Kudryashov method was employed to compute exact solutions for the generalized Kudryashov-Sinelshchikov equation (2.3).

In Chapter three the Noether theorem was used to derive the conservation laws for the Benney-Luke equation (3.1). We then employed the extended tanh method to find the exact solutions for the Benney-Luke equation (3.1). Finally, in Chapter four we summarized the work done in the dissertation.
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